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ABSTRACT
Reducing tail latency has become a crucial issue for opti-

mizing the performance of online cloud services and dis-

tributed applications. In distributed applications, there are

many causes of high end-to-end tail latency, including oper-

ating system delays, request re-ordering due to fan-out/fan-

in, and network congestion. Although recent research has

focused on reducing tail latency for individual application

components, such as by replicating requests and scheduling,

in this paper, we argue for a holistic approach for reducing

the end-to-end tail latency across application components.

We propose TailClipper, a distributed scheduler that tags

each arriving request with an arrival timestamp, and propa-

gates it across the microservices’ call chain. TailClipper then

uses arrival timestamps to implement an oldest request first

scheduler that combines global first-come first serve with a

limited form of processor sharing to reduce end-to-end tail

latency. In doing so, TailClipper can counter the performance

degradation caused by request reordering in multi-tiered and

microservices-based applications. We implement TailClipper

as a userspace Linux scheduler and evaluate it using cloud

workload traces and a real-world microservices application.

Compared to state-of-the-art schedulers, our experiments

reveal that TailClipper improves the 99
𝑡ℎ

percentile response

time by up to 81%, while also improving the mean response

time and the system throughput by up to 54% and 29% re-

spectively under high loads.
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1 INTRODUCTION
Today’s cloud platforms run on a plethora of distributed web

services in domains such as finance, news, and entertainment.

Many modern distributed services employ a containerized

microservices architecture, where application functionality

is partitioned into independent containerized services that

interact with each other via well-defined interfaces (e.g.,

REST or gRPC). In contrast to traditional multi-tiered web

applications that consist of a few tiers, microservices-based

applications can consist of tens or hundreds of modular com-

ponents [52], and requests need to undergo processing at

numerous stages to complete execution. This modular de-

sign enables the independent development and deployment

of each microservice component, allowing them to scale

individually based on workload demands.

Optimizing the tail latency of requests is one of the key

issues in enhancing the performance of distributed web ser-

vices. Studies have highlighted that high tail latency can sig-

nificantly increase customer abandonment rate [2, 11, 29, 33].

For example, one study found that even small increases

in response times can cause a one percent reduction in e-

commerce sales [2]. One of the major causes of high tail

https://doi.org/10.1145/3698038.3698554
https://doi.org/10.1145/3698038.3698554


SoCC ’24, November 20–22, 2024, Redmond, WA, USA Nathan Ng, Abel Souza, Ahmed Ali-Eldin, David Irwin, Don Towsley, and Prashant Shenoy

latency is the complexity of modern software and hardware

stacks in distributed applications. Scheduling delays [31],

garbage collection [47], energy optimizations [45], and the

execution of background tasks [11] can all cause significant

and random delays in the execution of a request, leading to

requests being served orders of magnitude slower than the

average [31]. Distributed applications exacerbate the prob-

lem since requests need to go throughmultiple microservices

(or tiers) to complete execution, increasing the likelihood of

encountering the above delays. Additionally, straggler prob-

lems can occur because request processing times can vary

across different microservices.

Various approaches have been proposed to minimize the

high tail latencies seen during request processing. One ap-

proach involves dedicating a CPU core to handle network

interrupts or core re-allocations [31, 36]. Another approach

is a modern version of the Borrowed Virtual Time (BVT)

scheduler, which reduces tail latency by incorporating real-

time priorities to prioritize requests that have been in the

system for an extended period of time [30]. Furthermore,

hardware virtualization techniques have been introduced to

minimize context switch overhead, enabling efficient round-

robin scheduling to prevent starvation of short requests [25].

In addition, prior work has proposed replicating requests to

mitigate the high tail latency caused by stragglers [19, 46].

Notably, the extensive prior work on this topic has largely

focused on optimizing the tail latency of individual appli-

cation components and has not addressed the end-to-end

tail latency problem seen in distributed applications, where

requests require processing by multiple components. How-

ever, techniques that independently optimize tail latency for

each application component do not fully address distributed

request processing effects across components that can re-

sult in high end-to-end tail latencies. Specifically, local tail

latency reduction techniques at a component do not have

visibility into how much time each request has spent in the

system since its arrival. Consequently, schedulers at later

components are unable to compensate for longer delays or

greater processing overheads incurred at earlier components

and thus are likely to incur long end-to-end tail latencies.

Moreover, requests may be reordered during end-to-end pro-

cessing, with recent requests arriving at a particular compo-

nent before older requests—an effect caused by variability

in request processing times at early components and non-

determinism in OS schedulers. Such request reordering can

cause old requests that incur long processing times to fall

behind in their overall progress, potentially increasing their

overall tail latencies. Addressing both of these factors re-

quires knowledge of the system-level arrival time of each

request and techniques to prioritize the scheduling of older

requests over more recent ones at each component. While

such end-to-end system-wide scheduling has been studied

for batch processing of DAG computations [4, 48], it remains

relatively unexplored for latency-sensitive online services.

Motivated by these observations, this paper presents Tail-

Clipper, a distributed scheduler that implements an end-to-

end approach for minimizing the tail latency of distributed

cloud applications. In designing, implementing, and evaluat-

ing TailClipper, our paper makes the following contributions.

• TailClipper provides visibility into the total time spent

by each request since its arrival by timestamping each

incoming request with its system arrival time. This

timestamp, which we refer to as the global arrival time

(GAT), is then propagated horizontally—along the mi-

croservices call chain—and vertically—from microser-

vice requests to the thread serving the request and to

the OS scheduler.

• TailClipper employs a new OS scheduling approach to

minimize the end-to-end tail latency that is inspired

by queueing theory. Specifically, TailClipper employs

Oldest Request First (ORF) scheduling that schedules

requests based on their GAT tags and prioritizes older

requests in the scheduler run queue over more recent

ones. Since ORF is a type of global FCFS policy (gFCFS)

and FCFS policies cause starvation of short requests,

especially when the requests have heavy-tailed distri-

butions, we combine ORF’s global FCFS with a limited

processor sharing (LPS) policy that uses fine-grain

time slices to avoid starvation. TailClipper’s hybrid

gFCFS-LPS ORF scheduler is inspired by queueing the-

ory results that show that global FCFS is optimal for

light-tailed workloads, while processor sharing is pre-

ferred for heavy-tailed workloads.

• We implement a prototype of TailClipper using ghOSt,

a userspace Linux scheduling framework that en-

ables delegation of kernel scheduling policies to

userspace [23]. We open source our implementation

and evaluate it against the ghOSt implementation

of Shinjuku (Shinjuku-gh) [25] and Linux CFS (CFS-

gh) [37], two commonly deployed scheduling policies

that only consider local information. Our experiments

use a mix of synthetic workloads, cluster workload

traces [32], and a real-world image classification ap-

plication. Our results show that TailClipper improves

upon Shinjuku-gh by up to 81% in tail latency, 54%

in mean latency, and 29% in throughput under high

loads.

2 BACKGROUND
This section presents background on distributed web ap-

plications, tail latency reduction techniques, and request

reordering problems that arise during distributed request

processing.

https://github.com/umassos/TailClipper
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2.1 Distributed Web Applications
Modern web services that run on cloud platforms employ

a distributed architecture comprising multiple tiers or com-

ponents. A traditional multi-tiered application consists of

a front-end HTTP tier, a middle tier comprising the busi-

ness logic, and a back-end database tier [44, 52]. To further

improve flexibility and scalability, web applications now in-

creasingly adopt a microservices approach, where the busi-

ness logic and data tiers are split into a number of smaller,

interacting components. In both cases, incoming requests

undergo processing by some subset of the application compo-

nents – requests are partially processed by each component

in the processing path and forwarded to the next tier. Re-

quest processing may also involve fan-outs and fork-joins

across application components [2, 15]. The total end-to-end

response time seen by a request is the sum of all processing

and queuing delays across all components along a call chain

path.

2.2 Tail Latency Reduction
There has been a wealth of research on optimizing the av-

erage response time of web requests using methods such

as horizontal and vertical scaling, request scheduling, and

the use of caches such as memcached [17, 31]. More recent

work has emphasized tail latency reduction since it has been

shown to strongly correlate with user satisfaction [11, 29].

For this reason, typical service level objectives (SLO) for web

applications are often specified in terms of a bound on the

tail of the response time distribution, e.g., a threshold bound

on the 99
𝑡ℎ

percentile (P99) of response times. In the case of

microservices or multi-tiered web applications, the chance

of a request incurring a high latency increases due to the

presence of multiple components—a performance bottleneck

at any component can cause high end-to-end tail latencies.

Typical performance pitfalls in microservices [11] include

transient workload spikes, network bottlenecks caused by

workload spikes, queuing delays in the OS, and application-

level delays due to, e.g., garbage collection [47].

As noted in §1, prior work has proposed many techniques

for reducing the tail latency of web services. OS-level tech-

niques include the use of a dedicated core to handle net-

work interrupts [36], core reallocations [31], and the use of

real-time priorities to implement fair scheduling [30]. Ad-

ditionally, cluster scheduling techniques such as the use of

redundant requests for straggler mitigation [19, 46] have

been proposed. Recent work has also incorporated higher-

level application context into scheduling decisions for tail

latency [3, 18, 36]. One recent example is Shinjuku [3], which

is designed to reduce tail latencies through a custom schedul-

ing policy. Shinjuku achieves up to 6.6× higher throughput

and 88% lower tail latency, leading to significant performance

10 ms1 ms1 ms1 ms ...

Arrival order Core 1

Core 2

Component 1 Component 2

Core 1

Core 2

Arrival order

1 ms1 ms1 ms ...10 ms

(a) Service time variability introduces reordering.

10 ms10 ms

Arrival order

Component 1 Component 2

Arrival order

10 ms10 ms

Core 1

Core 2

OS Interrupts

Core 1

Core 2

(b) OS interrupts create non-determinism.

Figure 1: Two reasons that can cause request reordering
in distributed services.

improvements. Shenango [36] and Caladan [18] both take a

systems approach and allocate a set of cores to applications,

and as workload changes, core reallocations are triggered

across applications. As noted earlier, these approaches fo-

cus on tail latency reduction at a single node or at a single

application component.

2.3 Request Reordering
Consider a distributed application that consists of multiple

components such as tiers or microservices. Request process-

ing in such applications involves a sequence of 𝑘 components

that execute each request, with each component performing

some partial processing before handing the request to the

next component in the path. Different requests may incur dif-

ferent processing times at each component or take different

processing paths.

As such, the nature of distributed processing makes re-

quests more susceptible to tail latency issues. One key source

of increased tail latency is request reordering—a phenome-

non where later arriving requests jump ahead of requests

that arrived before them at some stage in the request pro-

cessing path, which increases the queuing delay and the

overall latency incurred by such requests [31]. Request re-

ordering across components occurs for two reasons. First,

when the request processing demand varies across requests,

requests with shorter processing times will rapidly complete
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execution at one component and proceed to the next one,

while those with longer processing times will spend more

time at that component and fall behind. A natural conse-

quence of requests with greater processing demands is that

they take longer to complete; if they also incur longer queu-

ing delays during their execution, this can also impact their

tail latencies. This is depicted in Figure 1a, which shows a

two-component application serving a mix of long and short

requests. The example shows an arrival order at the first

component consisting of a long request with a 10 ms service

time, followed by ten short requests each with a 1 ms service

time. In a two-core system with FCFS scheduling, the ten

short requests will finish before the long request, resulting in

a different arrival order at the second component as shown.

The reordering can potentially increase the queuing time

seen by the long request at the second component, impacting

its end-to-end response time. Importantly, such reordering

occurs even when the scheduler uses time slicing, as is the

case in modern operating systems. For example, if the sys-

tem in Figure 1a uses round-robin time slicing with 1 ms

time slices, the arrival order at the second component will

be similar to the FCFS case.

Second, OS scheduler non-determinism can also introduce

reordering effects. As another example, if requests have equal

processing demands and arrive in a deterministic fashion,

OS scheduler non-determinism can introduce small reorder-

ing effects at a downstream component. This is depicted in

Figure 1b where two requests with identical 10 ms service

times arrive at the same instant and are serviced using the

two cores using 1 ms time slices. However, scheduler non-

determinism, due to factors such as the need to process OS

interrupts caused by I/O, network and memory operations,

cache misses, and system calls can cause the requests to

arrive out of order at the next component. Our empirical

results discussed next reveal that request reordering arises

even with simple deterministic workloads, and is exacer-

bated in more complex distributions prevalent in real-world

applications.

To demonstrate request reordering in practice, we con-

ducted an experiment with three microservices arranged in

a sequential chain. In this experiment, all requests arrive at

the first microservice and are processed by each of the three

components before departing from the third microservice.

We assume that each service runs on a separate 3-core server

and that requests are processed in First-Come First-Served

(FCFS) order by executing each request on the next available

core on each machine. Figure 2 then shows the percentage

of requests that are reordered, i.e., requests with completion

orders that deviate from the ideal completion order where

requests can execute upon arrival without queueing delay,

as well as the 99
𝑡ℎ

percentile of request slowdown, defined
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Figure 2: (a) Request reordering percentage and (b) P99
slowdown with local-FCFS scheduling. All service time
distributions have a mean of 5 ms.

as the ratio of a request’s end-to-end latency, including the

processing delay on each microservice and network delay

between microservices, to its total service time among all

tiers.

In Figure 2, requests are processed following three dif-

ferent service time distributions: fixed, exponential, and bi-

modal, all with a mean of 5 ms. Even when all requests

impose identical processing demands of 5 ms at each tier,

FCFS processing results in 40% reordering at a rate of 300

requests per second. This is primarily due to scheduler non-

determinism from processing background kernel tasks (e.g.,

network and memory operations) on each machine. Request

reordering worsens when requests at each tier are of unequal

lengths, as shown by the exponential and bimodal distribu-

tions, where the exponential distribution has a mean of 5 ms,

and the bimodal distribution has 99% of requests with expo-

nential service times of 4 ms and the remaining 1% have a

mean of 100 ms. As shown, the percentage of request reorder-

ing increases compared to fixed-length requests, and so does

the P99 slowdown for all requests due to request reordering.

Although not shown here, similar reordering effects were

seen in processor sharing (i.e., time-sliced) systems.

2.4 Queuing Theory Foundations
The design of TailClipper is inspired by theoretical results

from queueing theory. Queueing theory research has math-

ematically analyzed systems where requests undergo pro-

cessing by multiple components using a network of queues

approach [5]. While many closed-form results exist for mean

response times seen in these systems under different work-

load distributions, tail response times remain more challeng-

ing to analyze. An early result from the early 1990s [43]

showed that a global FCFS policy, where each component

schedules requests in FCFS order based on their system-wide

arrival time (rather than arrivals at the current component),

minimizes variance in response time over all other policies.
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Since minimizing variance in response time also reduces tail

latency, this result inspires the use of global arrival times-

tamps and the oldest request first scheduler presented in

Section 3. We note, however, that this classical querying

theory result only holds for the case that non-preemptive

schedulers are used at each component. When workloads are

heavy-tailed, further improvements can be obtained through

time slicing, a class of preemptive policy. Intuitively, FCFS-

based schedulers can increase waiting times in the presence

of heavy-tailed requests, since executing long requests causes

short requests to wait, increasing their wait times. For long,

OS schedulers have used time slicing, also known as proces-

sor sharing, to avoid such issues. Recent queueing theory

results confirm this practice and show that processor shar-

ing is an optimal approach for heavy-tailed workloads [41],

with the caveat that the theoretical result was shown for a

single queue (a single component) and has not been gener-

alized to a network of queues scenario. Nevertheless, our

empirical results in Section 5.1 show the benefits of proces-

sor sharing for handling heavy-tailed requests in distributed

applications with multiple components. Since real-world sys-

tems can experience a range of workloads—light, medium,

and heavy-tailed—these theory results inspire our overall

systems approach of combining global FCFS with a form

of processor sharing to achieve good tail latency behavior

under a range of workload scenarios.

3 TAILCLIPPER DESIGN
This section presents the design of our TailClipper system.

TailClipper’s design consists of two key components. First, it

provides visibility into how much time requests have spent

in the system since their arrival. This is done by attaching

an arrival timestamp to each request and propagating this

timestamp across components traversed by the request. Sec-

ond, TailClipper employs a queueing theory-inspired Oldest

Request First (ORF) scheduler that combines arrival-based

FCFS with limited processor sharing to reduce end-to-end

tail latencies. We describe our design of these TailClipper

components below.

3.1 Global Arrival Time Timestamping
To provide visibility into request arrival times, TailClipper

timestamps each incoming request with a global arrival time

(GAT) tag. These timestamps are propagated horizontally

and vertically as follows. First, distributed applications in

TailClipper are assumed to consist of numerous microser-

vices, and overall request processing involves each compo-

nent along the call chain making (one or more) independent

requests to the next downstream component [29]. Hence, the

arrival timestamp is propagated to all downstream compo-

nents during request processing. Second, each microservice

is assumed to dispatch requests to threads in its own thread

pool, which are then scheduled by the OS CPU scheduler.

The arrival timestamp information should also be propagated

down to the OS thread servicing each request in order to

enforce the ORF policy.

Suppose that 𝑔 denotes the time at which a request enters

the system (global time, GAT). The local arrival time (LAT) at

component 𝑖 , denoted by 𝑙𝑖 , is the time at which the request

arrives at that component. The age of the request – the

total time spent by the request since its arrival – is (𝑡 − 𝑔),
where 𝑡 is the current time. Thus, when the request arrives at

component 𝑖 , its age is (𝑙𝑖 −𝑔). Older requests are those with
greater age values of (𝑡 − 𝑔) and need to be prioritized over

newer ones. Finally, if 𝑑 is the departure time of the request

– the time when it completes execution – the end-to-end

response time is (𝑑 − 𝑔).
TailClipper attaches the GAT tag 𝑔 to the request at the

system entry point (e.g., the load balancer or the frontend

microservice). This is done by including 𝑔 in the request

headers and is transparent to the application. TailClipper

is designed to support many request types such as HTTP

and RPCs. The GAT tag is propagated along the call chain

sequence by copying it from the current local request to the

next one as it completes processing at a component. Impor-

tantly, TailClipper makes the GAT tag visible to the thread

servicing a request, which enables the underlying CPU sched-

uler to employ these tags when making scheduling decisions.

Once a request completes execution through the call chain,

a response is sent to the client after removing the GAT tag

from the reply.

Conceptually, TailClipper divides the end-to-end system

into two domains – a GAT domain and a non-GAT domain.

Horizontally, the non-GAT domain consists of all nodes

(clients, switches) that handle the request until it reaches

the server running the load balancer or the first component

where the GAT is generated. Nodes beyond this point are part

of the GAT domain. On each server node, only threads that

have access to GAT tags are part of the GAT domain. Other

applications, background processes, and kernel threads are

part of the non-GAT domains and are handled by the default

OS scheduler as usual. We next describe TailClipper’s ORF

scheduler designed for scheduling threads using GAT tags.

3.2 Oldest Request First (ORF) Scheduling
TailClipper’s Oldest Request First (ORF) scheduler is de-

signed to reduce tail latencies experienced by requests in the

system across its entire call chain. The novelty of its ORF

scheduler lies in three aspects. First, ORF is designed to min-

imize end-to-end tail latency rather than latency at the local

component level. Second, ORF combines global FCFS with a
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sor sharing (𝑐 = 4). Younger requests are subsequently
sorted at the end of the queue 4 .

limited processor sharing (LPS) policy to provide robust la-

tency performance across a wide range of workloads. Third,

ORF uses a tunable parameter that enables performance fine-

tuning in different settings.

At its core, ORF is a global FCFS scheduler (gFCFS) that

prioritizes requests based on their age (i.e., lower GATs). Tail-

Clipper requires two input parameters: 1. the GAT of each

request, and 2. a configurable parameter 𝑐 , which controls

the concurrency degree. TailClipper propagates a request’s

GAT tag to the thread servicing that request, ensuring that

threads are added to the scheduler run queue in GAT order.

This approach allows the OS scheduler of each component

to service requests in their arrival order to the system, effec-

tively implementing global FCFS. This is depicted in Figure

3, showing threads in the run queue ordered by their age

(i.e., GAT tags). However, as is well known, any FCFS sched-

uler is vulnerable to starvation issues since a thread serving

long requests can delay or starve other queued threads [13].

Consequently, ORF combines global FCFS with time slicing,

where the first 𝑐 threads in the queue are serviced using

round-robin processor sharing. We refer to this approach as

limited processor sharing (LPS) and, as noted in §2.4, such

a policy works well for heavy-tailed workloads with a mix

of long and short requests [34]. In TailClipper’s LPS, 𝑐 is

a configurable system parameter that provides a balance

between gFCFS and processor sharing. If 𝑐 is set to 1, ORF

degenerates to pure gFCFS which is optimal for light-tailed

workloads, while 𝑐 = ∞ turns ORF into a pure PS (round-

robin) scheduler. Typically, TailClipper uses small values of

𝑐 (e.g., 𝑐 = 5) to prevent starvation while ensuring priority

for older requests at the head of the run queue. In Section

5.5, we will evaluate how different settings of 𝑐 affect the

system performance. This hybrid gFCFS-LPS policy provides

a good balance between reducing tail latencies and avoiding

starvation [13, 34, 43].

4 TAILCLIPPER IMPLEMENTATION
We now discuss the implementation of TailClipper and its

scheduling logic, which combines gFCFS and LPS to enforce

the ORF policy (§3.2). We have implemented a prototype of

TailClipper in C++ using 1200 SLOC, and the source code is

publicly available
1
.

Scheduling Framework TailClipper’s implementation is

tightly integrated with the Operating System (OS) scheduler,

using thread-level information to make decisions according

to the ORF policy. Our TailClipper prototype is implemented

using ghOSt, a Linux framework from Google that enables

the delegation of kernel scheduling decisions to userspace

applications [23]. We utilize ghOSt due to its comprehensive

and lightweight API that provides efficient mechanisms to

directly adjust and control the kernel’s scheduling policy. In

addition, ghOSt ensures a fair comparison of different poli-

cies, including baselines, since all strategies are subject to

the same environmental overheads, e.g., context switch, ker-

nel optimizations, etc. Applications process requests using

ghOSt threads, a wrapper around native Linux threads. The

scheduling of ghOSt threads is controlled by a user-defined

scheduler, i.e., TailClipper.

TailClipper Applications To implement ORF scheduling,

TailClipper requires visibility into the system arrival times

of requests. The system entry point (e.g., load balancer) en-

codes the request arrival time into the request header (e.g.,

HTTP header), and this information is propagated along the

microservice call chain. If multiple entry points exist, they

need to be time-synchronized to maintain a consistent global

arrival order. Another option is to use a logical clock to main-

tain the request arrival order across multiple entry points.

Importantly, other than the entry points, servers hosting

microservices do not need to be time-synchronized, as the

system arrival times in the request headers are sufficient to

locally order requests in system arrival order.

GATTagsWhen a request arrives at a microservice, TailClip-

per extracts the GAT from its header and processes it using

a ghOSt thread selected from a pool (thread pool model) or

created on the fly (thread-per-request model). TailClipper

utilizes ghOSt APIs to propagate its GAT to the ORF sched-

uler through a small memory buffer. After completing local

processing, the request may still need to undergo processing

at several other tiers to complete execution. To propagate

the GAT along the call chain sequence, all child requests

to downstream components inherit the GAT of the parent

request. The same GAT is encoded in the request header of

child requests so that the following tiers can adhere to the

ORF policy.

1
https://github.com/umassos/TailClipper

https://github.com/umassos/TailClipper
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Figure 4: Example of the scheduling logic of a two-tier distributed application using TailClipper. For simplicity,
each tier is deployed on a one-core server. TailClipper employs a min-heap and a round-robin queue to collectively
implement the ORF policy.

Algorithm 1 TailClipper’s ORF Scheduling Logic

Require: 𝑄𝑟𝑟 , 𝑄ℎ𝑒𝑎𝑝 // Round-robin queue and min-heap
1: procedure ScheduleRound()
2: for 𝑝 ∈ {𝐶𝑃𝑈𝑖𝑑𝑙𝑒 } do
3: 𝑝𝑖 ← 𝑄𝑟𝑟.pop() // Assign threads to idle CPUs
4: for Thread 𝑡, 𝑝 ∈ {𝐶𝑃𝑈𝑙𝑖𝑠𝑡 } do // Thread per CPU
5: if time(𝑡𝑖) > 𝐶𝑃𝑈𝑠𝑙𝑖𝑐𝑒 then
6: // 𝑡𝑖 exceeds time slice, reset its time and swap

with a new thread from the round-robin
queue

7: 𝑡𝑖 ← reset(𝑡𝑖 )
8: 𝑄𝑟𝑟 ← 𝑄𝑟𝑟 ∪ 𝑡𝑖
9: 𝑝𝑖 ← 𝑄𝑟𝑟.pop()
10: if length(𝑄𝑟𝑟 ) < 𝑐 then
11: // Insert oldest thread from heap into round-robin

queue
12: 𝑡 ← 𝑄ℎ𝑒𝑎𝑝.pop()
13: 𝑄𝑟𝑟 ← 𝑄𝑟𝑟 ∪ t
14: else if 𝑙𝑒𝑛𝑔𝑡ℎ(𝑄𝑟𝑟 ) > 𝑐 then
15: // Insert (𝑐 + 1)-th oldest thread from the round-

robin queue back into the heap
16: 𝑡 ← 𝑄𝑟𝑟.pop()
17: 𝑄ℎ𝑒𝑎𝑝 ← 𝑄ℎ𝑒𝑎𝑝 ∪ t

TailClipper ORF Scheduling To implement the Oldest

Request First scheduler using ghOSt, TailClipper employs

two primary data structures that collectively implement LPS

while also minimizing request reordering with global FCFS.

These structures consist of a binary min-heap and a round-

robin queue for efficient request scheduling. The round-robin

queue holds a subset of the c-th oldest requests that share

processing time, while the min-heap sorts all other requests

based on their GAT. TailClipper dynamically determines

which requests from the min-heap enter or exit the round-

robin queue, prioritizing older requests to prevent prolonged

queuing time while enforcing that only 𝑐 requests multiplex

the processor. Additionally, 𝑐 can be dynamically adjusted

by modifying the size of the round-robin queue, allowing

for flexible control over the degree of concurrency. In the

following, we outline the corresponding actions performed

by the scheduler when the kernel notifies it with a thread

update message. Here, references to threads denote ghOSt

threads, which are managed by TailClipper or other ghOSt

schedulers.

When TailClipper is notified of the creation of a new

thread, it decides whether to insert it into the round-robin

queue or the min-heap. TailClipper first compares the new

thread’s GAT with the youngest thread’s GAT in the round-

robin queue. If the new thread has a younger GAT, TailClip-

per inserts it into the min-heap since the new thread has a

lower priority. Otherwise, TailClipper inserts the new thread

into the round-robin queue to prioritize it, as it has one of

the 𝑐 youngest GATs. After adding the new thread to the

round-robin queue, the scheduler may need to remove one

thread from the CPU-sharing pool to ensure only 𝑐 threads

are allocated CPU time. If the pool size is larger than 𝑐 , Tail-

Clipper checks whether the youngest thread in the pool is

in the round-robin queue or currently running. If it is in the

queue, the scheduler removes it from the queue and inserts

it back into the min-heap. On the other hand, if the thread is

running, the scheduler temporarily allows a violation of the

𝑐 constraint. It waits for the youngest thread to be preempted

in the next scheduling round and then inserts it back into

the min-heap.
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As discussed in previous sections, a running thread may be

preempted by threads in a higher-priority scheduling class

or during I/O operations. When TailClipper is notified by the

kernel about a thread preemption, it resets the time slice of

the thread and adds the preempted thread back to the round-

robin queue since the request has the 𝑐-th oldest GAT. In the

case that a thread completes processing, TailClipper pops

the next thread in the round-robin queue and assigns it to

the available CPU. Subsequently, the scheduler retrieves the

request with the oldest GAT from the min-heap and inserts

it into the round-robin queue to maintain the 𝑐 constraint.

Scheduling round Algorithm 1 outlines TailClipper’s

scheduling logic. In each scheduling round, TailClipper first

assigns threads from the round-robin queue to idle CPUs

(Lines 2–3). Then, it implements limited processor sharing

by checking whether the running threads’ time slices exceed

the preemption interval (Line 4). If a thread’s slice expires,

TailClipper preempts it, resets the slice, and moves it to the

back of the queue (Lines 5–8). Subsequently, it schedules a

thread from the queue to that CPU (Line 9). After evaluating

the time slices of all running threads, TailClipper ensures

the size of the round-robin queue remains within 𝑐 . If the

pool size exceeds 𝑐 , it removes the youngest thread from the

queue and inserts it into the min-heap (Lines 10-13). Con-

versely, if the pool size is below 𝑐 , TailClipper inserts the

thread with the smallest GAT from the min-heap into the

round-robin queue (Lines 14-17).

Workflow Figure 4 provides a walk-through example of re-

quest scheduling in a two-tier application, with the workflow

stages denoted by numbered bullet points. For simplicity, sup-

pose each tier has one worker CPU. In tier-1 (Figure 4a), the

application first decodes the GAT from the request header,

creates a ghOSt thread to process the request, and propa-

gates the GAT of the thread down to TailClipper 1 . Upon

receiving the notification of a new thread creation from the

kernel, TailClipper compares the new thread’s GAT to the

largest GAT in the round-robin queue to check if it was re-

ordered. If it has a larger GAT, indicating that it’s younger

than all threads in the round-robin queue, TailClipper inserts

it into the min-heap 2 . Meanwhile, TailClipper performs

limited processor sharing by sharing the CPU time slice

among threads in the round-robin queue. When a thread’s

time slice ends, TailClipper preempts it, resets the slice, and

moves it to the back of the queue 3 . Then, it assigns the

next thread in the queue to the CPU for processing 4 . Once

a thread (e.g., 𝑡3) completes its processing at tier-1, the appli-

cation sends the subsequent request together with its GAT

is passed to tier-2. Concurrently, TailClipper removes the

thread with the smallest GAT from the min-heap and adds

it to the round-robin queue 5 to maintain a queue size of

𝑐 . Once the request arrives at tier-2, the scheduler performs

a similar procedure to check the new thread’s GAT. If the

thread has been reordered, TailClipper directly inserts the

new thread into the round-robin queue 6 . It then removes

the youngest thread from the queue and inserts it into the

min-heap if the updated queue size exceeds 𝑐 7 .

5 EXPERIMENTAL EVALUATION
This section presents the results of our experimental evalua-

tion. We compare TailClipper to two state-of-the-art sched-

uling policies – Shinjuku and Linux’s Completely Fair Sched-

uler – using a real application, a production cluster workload,

and a parameterized synthetic workload. In all workloads,

we use P99 latency as one of the primary metrics to evaluate

the performance of these scheduling policies.

5.1 Experimental Setup
Scheduling policies In addition to TailClipper, we em-

ploy two scheduling policies provided by ghOSt [20] for our

experiments. Specifically, we use ghOSt-provided implemen-

tations of Shinjuku and CFS to ensure all scheduling policies

share the same system and hardware optimization features

provided by the framework (§4). We denote these policies as

Shinjuku-gh andCFS-gh to distinguish them from their native

kernel implementations. Shinjuku-gh [25] employs a round-

robin scheduler with a centralized queue for all worker cores.

Both TailClipper and Shinjuku-gh use a centralized model

where a dedicated CPU is responsible for communicating

with the kernel and making scheduling decisions. CFS-gh is

based on Linux’s default scheduler [37]. It guarantees a mini-

mum CPU time for each request before potential preemption

within a predefined interval. Different from TailClipper and

Shinjuku-gh, CFS-gh uses a decentralized model in which

each CPU is responsible for the scheduling decisions of its

own thread pool. For TailClipper and Shinjuku-gh, the sched-

uler’s preemption interval is set to 30 𝜇sec, consistent with

previous work [23, 25]. For CFS-gh, we use the default 1 ms

minimum run time and 10 ms guarantee interval provided

in the original ghOSt implementation. We configure Tail-

Clipper to allow 6 requests to share the CPUs (i.e., 𝑐 = 6) by

default.

Infrastructure Our setup comprises five machines: one

client machine that hosts the workload generator, one server

that hosts the distributed system entry point, and three

servers each hosting one microservice tier. Each machine has

two 16-core Intel Xeon 2.1GHz processors, 64GB of DRAM,

and runs Linux kernel version 5.11 with ghOSt kernel (v70)

patches applied [20]. We use an open loop workload gen-

erator that supports both trace replay as well as synthetic

request generation. The entry point maintains an “infinite”

admission queue and limits the number of requests within

the distributed application to 200 to prevent system satura-

tion [9]. Upon receiving a request, the entry point uses the
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current timestamp as the request’s GAT and encodes this

arrival information into the request header. Subsequently,

the entry point forwards the request to the first microser-

vice tier. Each microservice tier decodes the GAT from the

request header and processes the request using one thread,

which is managed by the userspace scheduler designated at

runtime. After that, a component of TailClipper on behalf of

the application sets the GAT for the corresponding thread in

a shared memory region accessible to the kernel to propagate

this information down to the scheduler. Upon completion,

the microservice forwards the request together with its GAT

in the request header to the subsequent microservice tier

over TCP. Finally, the request is returned along the original

path to the workload generator (client), where its latency is

measured. Each microservice is allocated three worker cores

by default.

WorkloadsWe use a parameterized synthetic workload, a

production cluster workload, and a real application to com-

pare TailClipper against state-of-the-art scheduling policies.

The synthetic workload generates requests that require

processing by three microservices sequentially, a typical

depth in real-world applications [32]. At the time of request

generation, the workload generator sets the request’s pro-

cessing demand (service time) for each tier by sampling from

a target distribution. Specifically
2
, we use a light-tailed ex-

ponential distribution with a mean service time of 10 ms, a

heavy-tailed log-normal distribution with a mean of 10 ms

and a standard deviation of 100 ms, and a trimodal distri-

bution with three modes (5 ms, 50 ms, and 100 ms) with an

overall mean of 10 ms. Each request executes an idle loop to

emulate the service time specified in the request.

The production cluster workload consists of the publicly

available Alibaba microservices workload trace collected

from their production clusters in 2021 [32]. The trace pro-

vides detailed runtime metrics of microservice requests, such

as the series of microservice calls of a request (i.e., call chain

sequence) and the response time of each microservice call.

We replay two common call chains by setting the reported

response times as request processing demands at the work-

load generator. Each call chain exhibits distinct service time

distributions across the tiers as shown in Figures 7(a) and 7(c).

This workload trace allows us to study how each scheduling

policy performs under real-world scenarios.

5.2 Real-world Application Performance
To assess the performance of the schedulers in a real-world

application, we build an image processing application using

2
Light-tailed distributions exhibit probabilities with tails that decay at an

exponential rate, while heavy-tailed distributions are not bound by expo-

nential decay.
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Figure 5: Service time distributions of the image pre-
processing microservice and the image classification
microservice.

the opencv_dnn module in OpenCV 4.9 [7]. This applica-

tion comprises two microservices: (i) an image preprocessing

microservice and (ii) an image classification microservice.

The image preprocessing microservice invokes the OpenCV

median blur() [8] to reduce the noise in a given im-

age, using its output as the input of the subsequent tier.

Subsequently, the image classification microservice predicts

the image class using the pre-trained GoogLeNet network

from the Caffe model zoo [24]. Here, tail latencies arise from

varying input complexities. For example, the content of the

images can affect the processing demand during the median

blur operation, leading to variations in preprocessing time.

We sequentially processed inputs through the application to

measure latency at each stage and show the magnitude of

their tail latencies in Figure 5.

Each client transmits a randomly selected image of 1 MB

from a Flicker dataset [35] to the application entry point via

TCP. The entry point timestamps the request with the local

time to generate the GAT, encodes it into the request header,

and forwards the request to the first tier. Upon receiving

a request, the first tier decodes the request’s GAT, spawns

a thread to preprocess the image, and assigns the thread’s

GAT accordingly. The scheduler of the microservice then

schedules the threads based on its scheduling logic (e.g., Tail-

Clipper, CFS-gh, etc.). Once processing is completed at the

first tier, the intermediate result, along with the request’s

GAT, is transmitted to the second tier, where image classifica-

tion takes place in a similar workflow. Finally, the predicted

image class is returned to the client along the original path.

Figure 6 compares Shinjuku-gh, CFS-gh, and TailClipper

under varying image processing request loads. Figure 6a

shows the P99 latency using the three scheduling policies

as a function of requests per second (RPS). Due to the high

variance in processing demand at the first stage, requests
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Figure 6: Comparing scheduling policies with (a) P99
latency and (b) request reordering % using image pro-
cessing pipeline workload.

may arrive out of order at the second stage, leading to pro-

longed queueing delays. By effectively minimizing request

reordering across all RPS values as shown in Figure 6b, Tail-

Clipper consistently outperforms CFS-gh and Shinjuku-gh

under moderate and high loads. Specifically, under moderate

load (RPS = 4), TailClipper reduces the P99 latency by up to

29% compared to Shinjuku-gh and CFS-gh. When the system

is near saturation (RPS = 7), TailClipper also outperforms

Shinjuku-gh and CFS-gh, achieving up to 24% lower P99

latency.

Key Takeaway When subject to real workloads, TailClip-
per outperforms state-of-the-art schedulers under moderate
and high loads by effectively accounting for request reorder-
ing effects.

5.3 Comparing TailClipper with Baselines
We then study the performance of the three scheduling poli-

cies under an existing cluster workload by replaying the

Alibaba microservice traces. Figure 7 shows the service time

distributions of the call chains and compares the P99 latency

of all policies.

Figure 7a presents the service time distribution of each

tier in the first call chain, where the first tier (Tier-1) approx-

imately follows a normal distribution with a mean of 9 ms,

the second tier (Tier-2) has a mean of 5 ms and a standard

deviation of 4 ms, and the third tier’s (Tier-3) service times

lie within 0.5 to 1 ms. For this call chain sequence, request

reordering occurs in both Tier-1 and Tier-2 as the process-

ing demands in both tiers vary among requests, potentially

resulting in prolonged queueing delays for older requests

in Tier-2 and Tier-3. Figure 7b shows that as TailClipper

prioritizes older requests by employing the ORF policy, it
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Figure 7: Comparing scheduling policies with P99 la-
tency (right) using traces of Alibaba microservice call
chains with different service time distributions (left):
(a)-(b): Call chain 1; (c)-(d): Call chain 2;

yields a 52% reduction in the P99 latency when compared to

Shinjuku-gh under a moderate load of 300 RPS.

Figures 7c and 7d present the second call chain, charac-

terized by low processing demands for Tier-1 and Tier-3,

while Tier-2 follows a bimodal distribution with the two

modes peaking at 4 ms and 35 ms. Although request reorder-

ing may occur in Tier-2, TailClipper demonstrates a smaller

performance improvement over Shinjuku-gh compared to

the previous call chain. This is due to the small variability

in processing demands at Tier-1, resulting in unnoticeable

delays observed by reordered requests at Tier-2. In addition,

processing demands in Tier-3 are low, which prevents any

queue buildup. While older requests may undergo reordering

after being processed by Tier-2, the impact on queuing delay

in Tier-3 remains minimal. Consequently, latency reduction

due to prioritizing old requests has little impact on overall

latency, and TailClipper only brings a 9% improvement under

low load (RPS = 200) compared to Shinjuku-gh.

Key Takeaway The higher the amount of reordering, the
more pronounced the effects on the tail latency. Under a
cluster workload, TailClipper demonstrates superior perfor-
mance compared to Shinjuku-gh and CFS-gh by minimizing
request reorderings across application components.
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5.4 Impact of Light and Heavy-tailed
Workloads

Next, we study the performance of schedulers using syn-

thetic workloads with a more diverse and controlled set of

scenarios. Figure 8 compares TailClipper against Shinjuku-

gh and CFS-gh using four service time distributions – fixed,

light-tailed, heavy-tailed, and trimodal workloads. To as-

sess how effectively each scheduling policy prioritizes older

requests to mitigate tail latency, we report the request re-

ordering percentage observed in these experiments. This

metric represents the fraction of requests whose completion

order deviates from an “ideal” completion order, which as-

sumes unlimited resources across all tiers such that requests

would immediately execute upon arrival without any queu-

ing delay. Figure 8 presents the P99 latency across different

request rates for each workload in the left column and their

corresponding request reordering percentages in the right

column.

Fixed workload Figure 8a shows latency results obtained

for the fixed distribution when requests execute for 10 ms

at each tier. Importantly, Figure 8b illustrates that, although

service times remain constant and theoretically should not

cause request reordering, non-deterministic factors in the

operating system, such as background tasks, preempt threads

executing requests, can lead to request reordering. As a result,

both Shinjuku-gh and CFS-gh exhibit high request reorder-

ing percentages, and the P99 latency exceeds 1s when the

request rate exceeds 450 RPS. On the other hand, despite such

non-determinism, TailClipper demonstrates a more stable

control of the tail compared to Shinjuku-gh and CFS-gh even

when the system is nearing saturation, surpassing the one-

second mark only when the RPS exceeds 600. The improved

performance is attributed to TailClipper’s effective mitiga-

tion of request reordering percentage, which only reaches

up to 25% across all request rates.

Light- and Heavy-tailed workloads Figures 8c and 8d

report results for a light-tailed exponential distribution work-

load, which incurs additional request reordering compared

to the fixed service time workload. At moderate load (RPS =

400), TailClipper improves upon Shinjuku-gh by up to 81% in

P99 latency. By suppressing request reordering (Figure 8d),

TailClipper can also achieve the lowest P99 latency under

high loads (RPS > 400). Figure 8e shows the tail latencies

for a heavy-tailed log-normal distribution workload, where

requests with greater processing demands are more com-

mon. Consequently, when older requests are reordered, their

queuing delays might be prolonged because preceding re-

quests could be longer. In such scenarios, the performance

improvements from using TailClipper intensify as it prior-

itizes older requests. As a result, TailClipper surpasses the
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(e) Log-normal latency. (f) Log-normal reordering.
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Figure 8: Comparing scheduling policies with P99 la-
tency (left) and request reordering % (right) using syn-
thetic workloads with different service time distribu-
tions: (a)-(b), Fixed(10); (c)-(d): Exp(10); (e)-(f): Log-
normal(10,100); (g)-(h): Trimodal(90-5,9-50,1-100).
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Figure 9: Mean latencies under different service time
distributions: (a) Fixed(10), (b) Exp(10), (c) Log-
normal(10,100), and (d) Trimodal(90-5,9-50,1-100).

1s tail latency target only when the request rate exceeds 400

RPS, sustaining 1.6× more load than that of Shinjuku-gh.

Trimodal workload In a more complex setting, Figures

8g and 8h show results for a trimodal distribution workload

consisting of requests with three possible processing demand

distributions at each tier. Such a workload mimics scenarios

in which the microservice threads have to perform different

functionalities, such as local cache lookup, data transforma-

tion, and I/O operations. With a more distinct set of request

lengths, where 10% of the requests have medium (50 ms) and

high (100 ms) processing demands, reordered requests are

more likely to experience long queueing delays (Figure 8h).

By prioritizing older requests while preventing starvation

through LPS, Figure 8g shows TailClipper reduces the P99

latency by 76% compared to Shinjuku-gh under a 1s target.

Mean latency and throughput Figure 9 reports the mean

latency of the three scheduling policies under a workload

with exponentially distributed service time. Overall, we ob-

serve that TailClipper exhibits the lowest mean latency under

high loads (RPS > 350), whereas CFS-gh exhibits the high-

est mean latency. Specifically, for the Exp workload shown

in Figure 9b, at RPS = 250, TailClipper can achieve up to

11% lower mean latency than Shinjuku-gh. At RPS = 350,
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Figure 10: Systems throughputs under the correspond-
ing distributions.

TailClipper reduces mean latency by up to 54% compared to

Shinjuku-gh. Figure 10 compares the throughput achieved

under each service time distribution with a request rate of

600 RPS. We observe that TailClipper exhibits the highest

throughput for all workloads tested, 29% more compared to

Shinjuku-gh and up to 2.2× more compared to CFS-gh.

The improvements in mean latency and throughput under

high loads can be attributed to TailClipper’s limited CPU

sharing strategy, which contrasts with the unlimited shar-

ing strategy in Shinjuku-gh. In TailClipper, only a limited

number of the oldest requests share CPU time at any given

moment, while in Shinjuku-gh, all requests share CPU time

uniformly. As a result, Shinjuku-gh is more susceptible to

performance degradation, as a higher number of threads shar-

ing the CPU can lead to more context switches, particularly

under high job loads. Conversely, TailClipper’s approach

of limiting the number of requests sharing the CPUs helps

mitigate this overhead, resulting in lower mean latency and

higher throughput under high loads.

Long request-dominated workload Figure 11 exam-

ines how scheduling policies perform under a long request-

dominated workload. We use a bimodal workload where

99% of requests have a service time of 100 ms, while the

remaining 1% have a service time of 10 ms. Figure 11a shows

that TailClipper can achieve up to a 17% decrease in tail

latency compared to Shinjuku-gh under a moderate load

(RPS = 20). One potential drawback of employing TailClip-

per is that when TailClipper prioritizes a subset of the long

requests, short requests can be temporarily delayed behind

long-running requests, which results in starvation. Figure

11b focuses on requests with the least 1% of total service

time (i.e., short requests) to study this effect. We find that

although TailClipper increases P99 latency for short requests

under moderate loads (RPS < 36), this does not affect overall

P99 latency, which is predominantly influenced by the long
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Figure 11: Comparing scheduling policies with (a) over-
all P99 latency and (b) the P99 latency of requests with
the smallest 1% total service time under a long requests-
dominated workload– Bimodal(99-100,1-10).
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Figure 12: Comparing variations of TailClipper with
(a) P99 latency and (b) throughput under a multimodal
workload– Trimodal(90-5,10-50,1-100).

requests dominating the workload. Under high loads (RPS

> 44), TailClipper outperforms Shinjuku-gh for both overall

and short request-only P99 latency.

Key Takeaway Request reordering occurs even under sim-
ple scenarios with constant loads. TailClipper consistently
reduces the P99 latency over state-of-the-art scheduling poli-
cies across a wide range of workloads.

5.5 Performance and Sensitivity Analysis
Effect of limited processing sharing Figure 12 varies

the limited processing sharing size 𝑐 for a Trimodal(90-
5,10-50,1-100) workload. In Figure 12a, we observe that with

three different request lengths, setting 𝑐 to a value between

the number of cores and twice that number (4 to 8) can be

a rough rule of thumb, where 𝑐 = 8 results in the largest

throughput (Figure 12b). With a small value of 𝑐 , TailClipper

essentially operates as a global-FCFS scheduler, which can

potentially lead to request starvation and increase the tail

latency. Conversely, a large value of 𝑐 shifts TailClipper to-

ward a PS scheduler, where more requests share CPU time,

leading to prolonged queuing delays as older requests are

less prioritized. Exploring the optimal selection of 𝑐 for dif-

ferent workloads and hardware configurations is the subject

of future work.

Effect of min-heap size Figure 13a evaluates the schedul-
ing overhead associated with TailClipper. Specifically, we

analyze two key operations in TailClipper’s ORF schedul-

ing: Push() and Pop() of its min-heap. We initialize the

min-heap with varying sizes and study how its size impacts

the mean latency of each operation. For Push(), a random
item is inserted into the min-heap. Our measurements indi-

cate that for both operations, the overhead of Push() and

Pop() range from 0.4 to 0.6 microseconds and are minimal

compared to the workload service time. Furthermore, the

overheads only increase marginally with the min-heap size

even for large heaps of up to 1000 requests. It is also im-

portant to note that a native kernel implementation could

further minimize the overhead of the scheduling operations,

as will be discussed in Section 6.

Effect of number of tiers Figure 13b shows the perfor-

mance of the scheduling policies as the number of tiers varies

using an Exp(10) workload with low load (RPS = 100). The

result indicates that for all scheduling policies, the tail la-

tency of requests scales linearly with the increasing number

of tiers as the total service times of requests increase. Note

that the performance margin between TailClipper and the

other two scheduling policies increases with an increasing

number of tiers. This phenomenon can be attributed to the

higher probability of request reordering due to the presence

of more tiers and the variability in service times at each tier.

As a result, TailClipper outperforms the other policies by

leveraging global arrival times, leading to improved perfor-

mance.

Effect of number of cores Figure 13c assesses the scala-
bility of the scheduling policies in relation to the number

of worker CPUs. We observe that TailClipper and Shinjuku-

gh achieve linear scalability up to 3 cores, while CFS-gh

scales linearly. This is because for centralized schedulers,

the performance on additional cores is limited by the mes-

sage communication bottleneck between the dispatcher CPU

and the worker CPUs. We note that this messaging bottle-

neck largely stems from our choice of the userspace ghOSt

scheduling framework to implement TailClipper and can be

alleviated in two ways. First, the issue can be resolved by

incorporating additional dispatcher CPUs as shown in Figure

13c and also demonstrated in [25]. Second, any userspace

scheduler generally incurs greater scheduling overhead than

kernel schedulers, and a native in-kernel implementation
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Figure 13: (a) Overhead measurements of TailClipper’s
two key scheduling operations. (b) Comparing sched-
uling policies with varying microservices tiers under
a request rate of 100 RPS using Exp(10) workload. (c)
Scheduling policies’ throughput as we scale the num-
ber of worker cores.

of TailClipper can improve scalability by using kernel data

structures and avoiding explicit message passing.

Key Takeaway Applications using TailClipper can scale
seamlessly with additional microservice tiers, higher loads,
and increased worker cores. In addition, TailClipper’s con-
figurable parameter enables performance fine-tuning in
different workloads.

6 DISCUSSION
Threading model TailClipper does not make assumptions

about the threading models used by applications. Beyond

the worker thread pool and thread-per-request models pre-

viously mentioned, TailClipper also supports applications

using other threading models, such as coroutines, where a

single thread handles multiple requests. Coroutines share the

same thread asynchronously, aiming to improve concurrency

throughput, especially with blocking I/O code. In such cases,

when context-switching from one coroutine to another, the

TailClipper application’s scheduler would call the ghOSt

API to update the ghOSt thread’s GAT to match the GAT

of the request currently being processed by the coroutine.

It is important to note that different threading models have

different target objectives. While thread-per-request offers

flexible parallelism and intuitive design patterns, coroutines

target computations with decomposable, pipelined tasks that

depend on each other. Although they may offer a lightweight

mechanism to optimize concurrency, some of these corou-

tine tasks may block and suspend while waiting, for example

due to database or other I/O operations, causing request re-

ordering. Using GAT, TailClipper can mitigate the effects of

request reordering regardless of the threading model used.

Native implementation TailClipper is currently imple-

mented as a userspace scheduler, and our evaluation with

millisecond-scale workloads demonstrates that the overhead

of ghOSt userspace scheduling does not compromise its su-

perior performance. However, in scenarios where the server

experiences a high volume of requests operating at a mi-

crosecond scale, the frequent communication overhead be-

tween the userspace scheduler and the kernel may impact

system performance. In such cases, a native in-kernel imple-

mentation of TailClipper may be preferred over our proof-

of-concept implementation. For example, we can use the

Linux external scheduler extension sched_ext to imple-

ment TailClipper’s ORF scheduler in a BPF program that

runs in kernel space. In this setup, a TailClipper userspace

component extracts the GAT from the request header and

propagates it down to the ORF scheduler using BPF maps.

These maps function as an efficient shared data structure

between TailClipper’s userspace component and the kernel-

space ORF scheduler. The ORF scheduler can then leverage

the GAT information in BPFmaps to schedule threads accord-

ingly. This native implementation will eliminate the need

for the kernel to notify the userspace scheduler of thread

updates, significantly reducing message overhead compared

to our proof-of-concept userspace implementation. Further-

more, it decreases the number of system calls required to

enforce scheduling decisions.

Application-level cluster schedulers Cluster computing

frameworks, such as Spark [51] and Apollo [6], are com-

monly deployed to optimize resource management and job

scheduling in distributed environments. TailClipper is de-

signed as a CPU scheduler and, as such, can interoperate with

these higher-level framework schedulers that already work

with the existing Linux scheduler. The current implementa-

tion of TailClipper uses ghOSt, which requires software to

be recompiled to link to the ghOSt library. However, if an

in-kernel implementation is used, recompilation is unneces-

sary. In both cases, TailClipper needs to run at the system

entry point for timestamping requests. When a high-level

framework scheduler enforces a specific job scheduling order,
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TailClipper’s ability to address reordering is constrained by

those higher-level policies. Nonetheless, it can still provide

tail latency improvements at the job’s request level.

Microservices with KVS and Databases In web applica-

tions, microservices often utilize key-value stores (KVS) or

database systems for efficient data management. To integrate

TailClipper, these microservices can utilize ghOSt threads

to handle I/O operations, as demonstrated in [23]. However,

reordering may occur if a thread is blocked while waiting for

an I/O operation to complete, which can negatively impact

overall application performance. In such scenarios, TailClip-

per can mitigate the effects of such reordering.

7 RELATEDWORK
Kernel-bypass techniques have been commonly employed

to minimize operating system overheads and address tail

latency issues [1, 26, 38–40, 50]. While these approaches

have demonstrated effectiveness in reducing tail response

times, some studies have highlighted potential negative

impacts on collocated applications [36]. Replication tech-

niques [11, 19, 42, 46, 49], novel system softwares [1, 16, 39],

and new architectures [10, 22] have also been proposed to

reduce tail latencies. In particular, Shinjuku [25] is a single-

address space operating system that implements preemp-

tive scheduling at the microsecond scale to minimize tail

latencies and increase system throughput. Shenango [36] is

a system that reallocates cores across applications at fine

time scales. Arachne [40] implements a user-level scheduler

of threads with applications determining the appropriate

core allocation scheme based on load. RobinHood [3] dy-

namically reallocates cache resources to meet applications’

needs. Brownout [14] aims to minimize the tail by adjusting

the amount of work done by a request. Although these ap-

proaches have demonstrated effectiveness in reducing tail

latency, they are primarily designed for single systems and

do not explore the optimization potential for distributed re-

quest processing. TailClipper differs from the existing work

in that it employs a holistic approach that schedules requests

across application components, leveraging global arrival in-

formation to mitigate the effects of distributed processing.

In the literature, various percentiles have been used to

quantify tail response time reduction, such as P95 [14, 27, 30],

P99 [11, 21, 28] or P99.9 [12] percentiles. In contrast, Tail-

Clipper does not specifically aim at reducing a particular

percentile response time and focuses on optimizing the exe-

cution order of requests to minimize tail latency. TailClipper

can also seamlessly integrate with solutions addressing other

sources of performance variability, such as garbage collec-

tion, wake-up from low-energy states, and interference from

co-located workloads.

8 CONCLUSIONS
Minimizing tail latency has become a critical priority for en-

hancing the efficiency of online web services and distributed

applications. However, traditional approaches that optimize

latency independently at individual components overlook

distributed processing effects, such as request reordering,

which can lead to increased end-to-end tail latency. To ad-

dress these challenges, this paper introduced TailClipper,

a novel distributed scheduler designed to optimize request

scheduling globally across the system rather than locally

on individual components. TailClipper combines two query-

ing theoretical results to deliver robust latency performance

across various workloads. Our evaluations using cloud work-

load traces and a real-world application revealed that Tail-

Clipper can achieve tail latency reductions of up to 81%,

while also improving mean latency and throughput under

high loads compared to state-of-the-art scheduling policies.
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