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Abstract

Datacenter capacity is growing exponentially to satisfy the increasing demand for many emerging
computationally-intensive applications, such as deep learning. This trend has led to concerns over data-
centers’ increasing energy consumption and carbon footprint. The most basic prerequisite for optimizing
a datacenter’s energy- and carbon-efficiency is accurately monitoring and attributing energy consumption
to specific users and applications. Since datacenter servers tend to be multi-tenant, i.e., they host many
applications, server- and rack-level power monitoring alone does not provide insight into the energy usage
and carbon emissions of their resident applications. At the same time, current application-level energy mon-
itoring and attribution techniques are intrusive: they require privileged access to servers and necessitate
coordinated support in hardware and software, neither of which is always possible in cloud environments. To
address the problem, we design WattScope, a system for non-intrusively estimating the power consumption
of individual applications using external measurements of a server’s aggregate power usage and without
requiring direct access to the server’s operating system or applications. Our key insight is that, based on
an analysis of production traces, the power characteristics of datacenter workloads, e.g., low variability, low
magnitude, and high periodicity, are highly amenable to disaggregation of a server’s total power consump-
tion into application-specific values. WattScope adapts and extends a machine learning-based technique for
disaggregating building power and applies it to server- and rack-level power meter measurements that are
already available in data centers. We evaluate WattScope’s accuracy on a production workload and show
that it yields high accuracy, e.g., often <∼10% normalized mean absolute error, and is thus a potentially
useful tool for datacenters in externally monitoring application-level power usage.

1. Introduction

Datacenter capacity is growing exponentially to satisfy the increasing demand for many emerging com-
putationally intensive applications. For example, a recent analysis estimated a 6× increase in datacenter
capacity from 2010-2018 (or ∼22% per year) [1] with capacity doubling in the past five years [2]. This capac-
ity increase is being driven by a variety of emerging application classes, such as cryptomining [3], machine
learning (ML), and other big-data processing. As one example, over the past decade, the cycles devoted to
training state-of-the-art ML models has been doubling every 3.4 months, which is much faster than Moore’s
Law [4]. Of course, increases in datacenter capacity have also led to increases in their energy consumption
despite substantial improvements in their energy-efficiency over the past decade [5, 6, 7, 8, 9]. Unfortunately,
datacenter energy usage is poised to increase substantially in the coming decade due to the end of Dennard
scaling and limited opportunities for further significant improvements in datacenter energy efficiency. For
example, Google datacenters’ Power Usage Effectiveness (PUE)—the ratio of their total energy to the energy
of IT equipment—is now ∼1.1, which is already near the optimal value of 1 [10].

The trends above have led to increasing concern and criticism over datacenters’ energy consumption and
their resulting carbon footprint. As a result, many cloud providers and datacenter operators have begun
to increase their emphasis on energy-efficient and sustainable operations. Indeed, prominent technology
companies, including Google, Amazon, Meta, and Microsoft, have set ambitious goals to become carbon-
neutral [11, 12, 13], carbon-free [14], or even carbon-negative [15] within the next 10-20 years. Importantly,
the simplest and most basic prerequisite for optimizing a datacenter’s energy- and carbon-efficiency is pro-
viding applications visibility into their power consumption, as they cannot optimize a metric they cannot
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measure. Datacenters are well-instrumented with external power meters typically attached to rack-level
power distribution units (PDUs) and individual servers. However, rack- and server-level power monitoring
does not provide insight into the power consumed by individual applications, since servers are multi-tenant
and host multiple applications. Even when a server runs a single application, external power usage data
is often not exposed to the application. While some servers may support internal hardware-level power
monitoring, such as Intel’s RAPL [16], they cannot directly monitor power at the granularity of individual
applications. In addition, internal hardware-level power monitoring is typically a highly inaccurate measure-
ment of the total system power (with up to 70% error), as we discuss §2, since it only measures the power
of CPU sockets and memory, and thus does not capture the power usage of any other important system
components, such as the power supply, motherboard, I/O devices, and GPUs. Notably, these other system
components are accounting for an increasingly large share of server power consumption.

Prior work has developed techniques for attributing server-level power to applications, which generally
involve apportioning a server’s total power usage based on each application’s resource utilization. One
common approach involves training a model that takes per-process hardware performance counters as input
and infers a corresponding power usage, e.g., from RAPL. For example, PowerAPI is an open-source toolkit
that uses such techniques to monitor application-level power [17, 18, 19]. However, such approaches require
access to the hardware performance counters. There are many scenarios, which we summarize below, where
access to hardware counters is either not available or too intrusive. (i) Most importantly, prior approaches do
not apply well to cloud users. While cloud providers can use prior approaches to track the power consumption
of users’ virtual machines, users that host multiple applications within each virtual machine cannot attribute
power to each application, since they lack privileged access to hardware counters. Thus, existing techniques
are not applicable to cloud users. (ii) In addition, process-level power monitoring techniques are intrusive,
as they require server resources that scale with the number of processes tracked, as well as the power data
resolution. This overhead can be high when tracking many applications at high resolution, and becomes
prohibitive at some point. (iii) Further, since hardware interfaces are not standardized, existing in situ
techniques are not general and must be tailored to specific hardware platforms. For example, PowerAPI uses
RAPL, which is only available on Intel processors. Since the set of hardware counters also varies by platform,
existing power monitoring toolkits are primarily designed for Intel or AMD platforms, but generally do not
support Power-, ARM-, and RISCV-based platforms. The limitations above are the primary reason that
fine-grained application-level power monitoring is not offered by cloud providers. This lack of support in-turn
prevents cloud applications from optimizing their energy consumption and carbon emissions. Ultimately, the
lack of application-level visibility into energy consumption is a key impediment to achieving the ambitious
sustainability goals above, as it is impossible to optimize a metric that cannot be effectively measured.

To address the problem, we design WattScope, a system for non-intrusively monitoring application-
level power consumption using aggregate server-level power measurements. WattScope uses disaggregation
techniques to apportion power data from external server- and rack-level power meters, which are typically
available in power distribution units (PDUs), into individual application-level power usage without requiring
intrusive access to system and application software. WattScope recognizes that datacenters already collect
server- and rack-level power data for thermal management and billing purposes, which can be leveraged to
also provide application-level power monitoring. Thus, WattScope analyzes power data collected from these
external meters to infer each application’s power usage. More formally, WattScope disaggregates a time-series
of power readings P (t), over some sampling interval ∆t, into a separate time-series pi(t) for each individual
application i, such that ∀t, P (t) =

∑
i pi(t). Importantly, WattScope does not require any server-level access

or specific hardware/software support, and instead can run externally as part of the facility management
system. As a result, WattScope can be deployed in nearly any datacenter facility with PDUs that measure
server- and rack-level power. Our key insight is that, based on a large-scale analysis of production traces,
the power characteristics of datacenter workloads, e.g., low variability, low magnitude, and high periodicity,
are highly amenable to disaggregation. WattScope adapts and extends a deep learning-based technique,
originally designed for disaggregating building power, and applies it to servers and racks. We implement
WattScope and experimentally evaluate its accuracy on a production workload.

Our hypothesis is that disaggregating server- and rack-level power using WattScope can enable highly
accurate and non-intrusive application-level power monitoring without requiring any server-level hard-
ware/software support. In evaluating our hypothesis, we make the following contributions.
Production Workload Analysis. We first analyze the job characteristics of a large-scale production
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workload from a major cloud provider that includes 5-minute resource usage readings for 2.7 million jobs
over a 30 day period encompassing more than 100 million job-hours. Our analysis reveals that job usage
patterns exhibit multiple characteristics, including low variability, low magnitude, and high periodicity, that
WattScope can potentially exploit for disaggregation. Our analysis also shows that, while server applications
can operate arbitrarily and irregularly in general, they have a high degree of regularity in practice.
WattScope Design. We present WattScope’s design, which adapts and extends a deep learning-based
disaggregation algorithm originally applied to building power data. WattScope’s design includes a library
of models trained for different classes of applications based on their variability, magnitude, and periodicity.
WattScope then integrates with a cluster scheduler to learn the number and type of applications running on
each server, i.e., based on their attributes, to select an appropriate model for disaggregation.
Implementation and Evaluation. Finally, we implement and evaluate a WattScope prototype. We
implement WattScope’s disaggregation technique by modifying nilmtk-contrib [20], an open-source reference
implementation of multiple algorithms for building energy disaggregation, to instead disaggregate server-
and rack-level power, and evaluate accuracy across multiple dimensions using our production workload
trace. We evaluate WattScope’s accuracy on a production workload and show that it yields high accuracy,
e.g., often <∼10% normalized mean absolute error, and is thus a potentially useful tool for broadly enabling
application-level power monitoring in datacenters.

2. Motivation and Background

A key motivation for our work is that providing application-level visibility and monitoring of power usage
is essential to satisfying companies’ ambitious sustainability goals. Indeed, the U.S. Securities and Exchange
commission may soon require companies, including those using shared server/cloud resources, to report
their carbon emissions from energy usage [21]. In addition, while there has long been a strong incentive to
optimize computing’s energy-efficiency, since energy incurs a cost, optimizing computing’s carbon emissions
is different, as energy’s carbon-intensity varies over time and by region based on the energy mix, e.g., fossil
fuels, nuclear, and renewables [22]. As a result, reducing carbon emissions often necessitates monitoring and
adapting application power usage over time in response to changes in energy’s carbon-intensity.

Our work assumes that a datacenter has external power meters deployed at each server (or rack) that
are capable of continuously monitoring server (or rack) power P (t) (in watts) over some interval ∆t, e.g.,
every 5 minutes. Datacenter servers generally include external power meters and make them available
programmatically in real-time via network protocols, such as IPMI [23] or Redfish [24], to facility management
systems. External power monitoring is necessary for basic datacenter operations, such as fault identification
and billing. In addition, even if individual servers do not include external power meters, power distribution
units (PDUs) that provide power to servers in one or more racks also typically include them.

In general, the data above is collected as part of facility management and is not exposed to application-
or system-level software. Instead, application- and system-level power monitoring typically uses internal
hardware and software support. For example, PowerAPI [17, 18, 19] leverages a model that maps hardware
counters and RAPL readings to application-level power consumption. However, since hardware support is
not standardized, this approach is not general. In addition, as mentioned in §1, RAPL, which measures
CPU socket and memory power, often does not provide an accurate measurement of full system power.
To illustrate Figure 1 shows the absolute (a) and percentage (b) error in RAPL power measurements for
a traditional server compared to an external power meter that directly measures the server’s power. In
this case, the server’s maximum power at 100% utilization is 175W. The figure illustrates that since RAPL
measurements only account for a subset of the server’s hardware resources, they capture only between 30-40%
of the total power a server actually consumes. In addition, RAPL measurement errors vary widely—from
75-110W (a) or 60-70% (b)—depending on the server’s utilization. In addition, these errors would likely be
much worse for modern servers with GPUs, since RAPL measurements do not include GPUs. While GPUs
often have their own internal interfaces for monitoring power, these are also not standardized or general. Of
course, RAPL only measures CPU socket and memory power, and not application power, so even if RAPL
measurements were accurate, an additional server-specific model is necessary to map application resource
usage, e.g., using hardware counters, to the fraction of power an application consumes.

Importantly, WattScope does not assume any hardware or software support on any server, and does
not require training a server-specific model. However, after disaggregating a server’s power into the power

3



0 20 40 60 80 100
CPU Utilization (%)

0

20

40

60

80

100

120
Er

ro
r(W

)

0 20 40 60 80 100
CPU Utilization (%)

0

20

40

60

80

100

Er
ro

r(%
)

(a) Absolute Error (b) Percentage Error

Figure 1: Absolute (a) and percentage (b) error in measuring a traditional server’s power using RAPL, which is Intel’s
internal power monitoring platform.

usage of individual applications, mapping the applications to specific application names running on servers
is often important. Thus, WattScope assumes a minimal interface to integrate with a cluster-level scheduler
that provides, in addition to the number of applications running on a server, the names of the applications
running on it and a minimal amount of coarse summary usage characteristics, e.g., variability, magnitude, and
periodicity. As we discuss, schedulers typically provide the former, while the latter is simple to implement.

WattScope builds on prior work on energy disaggregation or non-intrusive load monitoring (NILM) for
buildings, which infers the average power usage pi(t) of each building load i at time t given the building’s
average power usage P (t) measured at an external smart meter over some interval ∆t. Importantly, the
prior work on NILM has shown that disaggregation accuracy varies widely based on loads’ power signatures,
i.e., their pattern of power usage [20]. For example, disaggregating large loads, such as electric dryers, is
more accurate than small ones, since the power signature of such loads is more distinctive in a building’s
aggregate power usage. Similarly, disaggregating highly periodic loads and those with discrete power states,
such as refrigerators or water heaters, is more accurate than noisy loads that are highly variable, such as
many electronics. Finally, larger buildings with more loads decrease disaggregation accuracy, as it becomes
more difficult for algorithms to extract power signatures for individual loads.

Given the importance of power usage characteristics on the effectiveness of disaggregation, we next
analyze a production workload trace to understand the resource and power usage characteristics of real
cloud applications. Since server applications can exhibit highly variable resource and power usage, there
is no guarantee that their characteristics will be amenable to disaggregation, as with electric dryers, water
heaters, refrigerators, etc. In addition, unlike buildings, which consist of a common set of appliances, the
number and types of server applications is not fixed. As a result, it is not clear a priori whether disaggregation
methods can be applied to server applications.

3. Production Workload Analysis

To guide WattScope’s design, we conduct a large-scale analysis of production workloads, that provide in-
formation for individual virtual machines (VMs), containers, or application tasks, to quantify their regularity,
variability, and intensity i.e., magnitude, in resource and power usage.

3.1. Analysis Setup

Below, we provide details on the workload traces, power models, and metrics we use in our analysis.
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Figure 2: Relationship between power consumption of a server and its CPU utilization (at fixed memory usage)
and memory usage (at fixed CPU utilization) when replaying production workload traces on a physical server and
monitoring power consumption using an external power meter.

Workload Traces. To evaluate WattScope’s efficacy, we require a dataset that provides ground truth
power information for different VMs or processes running on a server along with the server’s aggregate
power usage. While external power meters can record server-level power consumption, it is not possible
to instrument individual VMs or processes with a physical power meter and record their usage, as they
are virtual and not physical. As discussed in §1, prior work has developed other methods using hardware
performance counters to build models that estimate per-VM or per-process power consumption [25]. However,
such methods are highly intrusive, incur an overhead, and are thus not widely deployed in practice. As
a result, to the best of our knowledge, there is no publicly available dataset that provides power usage
information for individual VMs and application processes on servers. Consequently, we construct such a
ground-truth trace from publicly-available CPU and memory workload traces and use them to derive server
power consumption, i.e., by mapping the usage information to power.

To generate power consumption traces for our analysis, and later evaluation of WattScope in §6, we use
two of the most commonly used industry workload traces: Microsoft Azure Traces (V2) [26] and Google
Cluster Workload Traces (V3) [27]. The Azure trace provides the minimum, maximum, and average CPU
utilization and memory allocation for ∼2.7 million production VMs every 5 minutes over a 30-day period.
The Azure trace has a size of 235GB and contains ∼1.9 billion readings. The Google cluster workload
trace provides average CPU usage, CPU usage histograms, and memory usage information of jobs for each
5 minute period over a 31-day period. The Google trace contains data for ∼2.5 million jobs from 96.4k
physical servers spread across 8 datacenters. In the Azure dataset, we assume each VM hosts a different
application or job. For uniformity and ease of exposition, henceforth, we also refer to Azure VMs as jobs.

Power Model. A traditional server consists of multiple components that consume power including
CPUs, memory, and I/O devices, e.g., network card, disk, etc. Prior work shows that a traditional server’s
power consumption primarily depends on its CPU utilization [25], since the contribution from other com-
ponents is nearly constant and not dependent on their usage. However, as memory sizes in servers increase
to support data-intensive applications and memory technology improves to provide a more dynamic power
range, memory power consumption is becoming both a significant part of system-level power and also usage-
dependent. As a result, to construct our power usage traces, we use both CPU and memory usage information
in the traces above to estimate server power consumption.

To derive our server power consumption traces, we conduct an empirical study that maps a job’s CPU
utilization and memory usage to its power consumption on an example physical server. We randomly sample
10,000 usage readings from each of the Azure and Google traces. We then replay them on our physical server
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connected to an external power meter that records server-level power consumption. To replay traces, we
use the stress-ng tool [28] that stresses a server’s CPUs, memory, and network interface based on the time-
varying resource usage information provided in the workload traces. We only stress CPU and memory as
both traces only provide CPU and memory usage information and measure the resulting power consumption
of the server under that workload.

Figure 2(a) shows the actual measurements of power when only the CPU was stressed, along with a cubic
polynomial fit to the data using the ordinary least squares method. We note that even though power and
CPU utilization exhibit a clear relationship, it is non-linear and will vary across different types of servers.
Figure 2(b) then shows the actual measurement of power at varying memory usage at a fixed CPU utilization.
We can see that the power consumption varies both with CPU and memory usage. We sample power data
from the results of these experiments to define a power model, which converts usage information in our traces
to power consumption. For example, if a job has a 50% CPU utilization and consumes 1GB of memory, we
sample a random data point from the previous experiments that were run with these configurations. The
variations in power for a given configuration are due to the use of other server components.

Figure 2 also illustrates that, in general, servers are not energy-proportional, and thus may consume
substantial, roughly static baseload power when idle. In Figure 2, the baseload power (105W) is ∼60%
of peak power (175W). The baseload-to-peak power ratio varies widely across servers, generally between
30-70%. Our work focuses primarily on attributing a server’s marginal power, i.e., between its baseload
and peak power, to applications based on their resource usage, since attributing baseload power is largely
a subjective policy choice. Our dissagregation approach is compatible with any policy. As we discuss in
§4, we attribute a server’s baseload power to applications in proportion to their resource usage (at any give
time). However, another policy choice might be to first remove baseload power, and attribute it equally to
all applications (regardless of their resource usage).

3.2. Qualitative Analysis

Using the power consumption traces we construct above, we analyze the workload characteristics relevant
to disaggregation accuracy including power usage variability, regularity, and intensity.

Variability refers to the extent or degree of fluctuation or variation in the power consumption of a
given job over time. Our evaluation results in §6 show that variability is one of the most important factors
in determining disaggregation accuracy. This is intuitive: if a job has a non-variable, or constant, power
consumption pattern, it is simple to disaggregate, as a model need only learn this constant pattern. We
quantify variability using the Coefficient of Variation (CoV), which is defined as the ratio between the
standard deviation of a time series over its mean. CoV can have values between 0 and ∞ with a CoV greater
than 1 typically considered high, i.e., with a standard deviation greater than the average.

To illustrate, Figure 3 shows example time-series of average power (on the y-axis) for four jobs in the
Azure trace with different values of coefficient of variation of 2, 0.5, 0.1, and 0. As expected, high CoV
values translate to more frequent and larger variations in power usage, although, as the figure shows, these
variations are not necessarily random. For a CoV of 2 (a), the power usage is highly random and does
not repeat with any specific pattern. In contrast, a job with CoV of 0.5 (b) exhibits a distinct pattern of
variability in power usage and appears to have a regular pattern that repeats over both 24 hour and 7 day
intervals. Of course, a lower CoV does not always indicate a regular pattern of usage. Indeed, the job with
CoV of 0.1 (c) does not exhibit any repeated pattern of usage, and is more volatile than the job with CoV
of 0.5 Finally, a CoV of 0 (d) indicates a constant power consumption, such that jobs with low CoV values
can be more easily disaggregated with higher accuracy.

CoV is only one metric that correlates with disaggregation accuracy. We next look at the regularity of
the power consumption, which is also related to disaggregation accuracy.

Regularity refers to the degree to which a given job’s power consumption follows a repeating pattern
over time. Prior work on building energy disaggregation shows that a variable time-series with periodic
behavior improves disaggregation accuracy, regardless of its variability. If the pattern of power consumption
is perfectly regular and always repeats the same pattern at regular intervals, e.g., every 24 hours, then a
model need only learn this pattern to disaggregate a job’s power consumption.

To quantify regularity, we use time-series decomposition that distills our power usage time-series data into
its trend, seasonality, and residual (or noise) components, and then apply period detection to the seasonal
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Figure 3: Illustrative time-series of power consumption for jobs (a-c) with different coefficient of variation (2, 0.5,
0.1), along with an example of a job with 0 coefficient of variation.

component [29]. The seasonal component represents patterns in the data that repeat over time, while the
time between these repeated patterns represents the period. Of course, our time-series data is noisy such
that similar, but not exact, patterns of power usage may repeat, and at periodic intervals that vary slightly.
Thus, given the noise in the power usage data, simply translating it into the frequency domain and applying
a threshold or using autocorrelation is not sufficient for accurate period detection, as discussed in prior
work [30]. Specifically, application power usage, even when periodic, is often noisy with many interruptions
and random load periods; in addition, periodic behavior also often exhibits increasing or decreasing trends
with potentially wide variations in the peaks and troughs power usage [30].

Given the size of the dataset, we leverage builtin functions in the Azure Data Explorer [31] tool to detect
regular periods in our power consumption, which includes an optimized implementation of the basic time-
series decomposition functions above. Specifically, we used the series periods detect() function in Azure
DataExplorer [32]. This period detection algorithm detects time-series periods and assigns them a score in
the range [0, 1) where higher values indicate more intense and regular periodicity, i.e., with less deviation
and noise in both the pattern and interval of repetition. The algorithm reports any periods detected with a
non-zero score, and in most cases, it reports many periods for any given time-series. For example, a time-
series that has a 4-hour period likely also has a 24-hour period, although variance in the pattern and interval
of repetition may cause the 24-hour period to have a different score. In general, we focus our analysis on
the most dominant period that has the highest score. Finally, our time-series decomposition analysis also
assigns jobs without any periods a score of 0.

To illustrate, Figure 4 shows power usage time-series for four jobs that have the same 24-hour period,
but with different scores of 0.9, 0.5, 0.1, and 0. The figure shows how high scores translate to both high
similarity in the pattern of power usage along with the interval between the patterns. Note that we call the
repetitive pattern of power usage the power signature. For a score of 0.9 (a), the power signature is relatively
simple, and nearly the same each time, and repeats at nearly precise 24 hour intervals. In contrast, a job
with a 0.5 score (b) is more variable: there is clearly a repetitive pattern roughly every 24 hours (and also
every 4 hours and at even smaller intervals), but the magnitude of the power signature, while often similar,
exhibits some distinct variability. In particular, there is a large spike on the second day along with some
smaller variations across the other days. Similarly, the job with 0.1 score (c) exhibits even more noise with
a less apparent 24-hour period, while the job with 0 score (d) has no discernible period and appears to be
random noise. Similarly, Figure 5 shows data from jobs with the same score of 0.5, but for different periods.
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Figure 4: Illustrative time-series of power consumption for jobs with detected periods of length 24-hours (a-c) with
different scores (0.9, 0.5, 0.1), along with an example of a job with no period and a score of 0.
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Figure 5: Illustrative time-series of power consumption for jobs with detected periods of length 6-hours, 3-days, and
7-days, all with scores of 0.5.

This figure demonstrates that time-series decomposition can recognize a range of different period intervals.
The figures above show that high periodicity scores translate to power signatures that repeat at a regular

periodic interval, such that a higher score represents more similarity and regularity with less noise. As
the score decreases, the similarity in the power signatures and strength of the periodicity both decrease,
but are still clearly evident, while the noise level, i.e., variability, increases. These empirical observations of
periodicity on these and other jobs in our dataset indicate that any positive score represents some periodicity
in the signal that is potentially useful in disaggregating application power usage. Likewise, Figure 4(d) shows
that a 0 score indicates a random or noisy power with no discernible regular pattern of usage.

Intensity refers to a job’s average magnitude of power consumption. We quantify intensity using a job’s
average power with a range between 0 and the maximum server power. A high or low value of average power
is better for disaggregation. A job with very high or very low intensity is easier to disaggregate compared
with a medium-intensity job, since the high/low-intensity jobs have less room for variation in their power
consumption. That is, if the average power consumption is near the server’s maximum or minimum power
it means that any deviations from the average must be brief.

To illustrate, Figure 6 shows example time-series of power usage (on the y-axis) for three jobs that have
different average power magnitudes of 15W, 60W, and 180W. The figure shows that both high and low
magnitudes (a,c) have less room for variation and a less dynamic range of power consumption. As a result,
the power consumption patterns at both extremes are, almost by definition, relatively constant. However,
the average magnitude values, e.g., 100W (b), can come from highly variable power usage patterns, which
makes accurate disaggregation more challenging.
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Figure 6: Illustrative time-series of power consumption for jobs with average magnitude of 10W, 100W, and 180W.

3.3. Large-scale Quantitative Analysis

In this section, so far, we have defined the various characteristics of real-world workloads that can impact
disaggregation accuracy and presented illustrative figures to develop an intuitive understanding of each
metric. Below, we present results quantifying the presence of these characteristics in real workloads.

Figure 7(a) shows a histogram of the CoV for each quintile between 0 and 1 for 10,000 jobs randomly
sampled from the Azure trace, as well as the percentage of jobs with CoV greater than 1. In general, CoV’s
below 1 are considered low, i.e., with standard deviation less than the mean, and those above 1 are considered
high. The graph shows that the vast majority (74.5%) of jobs in the Azure trace have CoV’s less than 0.6.
While most of these jobs have some variation (63.2% have CoVs between 0.2 and 0.6), it is generally low.
In addition, only 12.3% of jobs have high CoV’s greater than 1 that would make accurate disaggregation
especially challenging. Thus, our large-scale analysis of variability indicates that the vast majority of jobs
have low variability that is amenable to accurate disaggregation. Figure 7(b) next shows a histogram of the
regularity in job power usage, where the x-axis represents periodicity scores in deciles, and the y-axis is the
fraction of jobs with their highest periodicity score in that range. The analysis shows that over 91% of jobs
exhibit some non-zero periodicity with over half of jobs exhibiting strong periodicity scores above 0.5. In
contrast, only 9% of jobs exhibit no detectable periodic behavior in their power usage. Next, Figure 7(c)
shows the distribution of average power consumption for the jobs. The graph shows that most jobs have
very lower power consumption; 43% have less than 10W power consumption, assuming they run on a server
with 200W maximum power, and 84.9% have less than 30W power consumption. These power consumption
values correspond to roughly 5% and 15% resource utilization on a 200W server.

Finally, in addition to the individual distributions, we show the distribution of CoV, periodicity, and
magnitude for a randomly sampled 1000 VMs from the 10,000 jobs in Figure 7(d). In this graph, the
magnitude of average power consumption is on the x-axis, the CoV is on the y-axis, and the size of each
datapoint represents the periodicity score. The overall takeaway is that majority of jobs in our trace have low
magnitude and CoV, while also frequently exhibiting regular and periodic patterns of power consumption.
As a result, real-world workloads are highly amenable to energy disaggregation. In particular, our analysis
above indicates that, while server applications do not have to exhibit regularity in their power usage, at
production scales they tend to be highly regular with little noise. This is likely due to the fact that most
jobs at large scales are deployed to serve a specific purpose and type of workload with a regular pattern
of power usage. In addition, the periodic intervals cover a wide range, which indicates that different jobs
have widely different patterns of power usage. In addition to distinctive periods, real jobs also tend to have
distinctive power signatures during their active periods, i.e., the magnitude and pattern of power usage when
active, relative to other jobs. Yet, these distinctive power signatures for each job tend to be highly similar
across different active periods. The example jobs in Figures 4 and 5 illustrate both of these characteristics,
i.e., distinctive power signatures across different jobs but similar within the same jobs.

3.4. Implications of Analysis

Our analysis above demonstrates not only is there significant potential to disaggregate application-level
server power, but production workload characteristics suggest that disaggregation may actually be much
more effective when disaggregating server power compared to its original use in disaggregating building power
into individual electrical loads for numerous reasons. Specifically, while many large electrical loads exhibit
periodicity, they are often thermostatically-driven, so the periodic interval varies based on environmental
conditions or user behavior. In contrast, from our analysis, many jobs’ power usage tend be have deterministic
periods, i.e., likely in some cases driven by timers as cron jobs. In addition, job power signatures tend to be
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Figure 7: Distribution of coefficient of variance (a), periodicity score (b), and magnitude (c) from a random sample
of 10,000 jobs in Azure workload trace. The analysis shows that job power consumption at large scales is less variable
and highly periodic. The average power consumption is also low and consistent across jobs regardless of their CoV
or score. Finally, (d) shows the CoV, periodicity score, and magnitude for for 1000 jobs to illustrate most jobs score
low on CoV and magnitude.

highly distinctive and thus identifiable in the aggregate power due to the wide variability in how applications
exercise resources. In contrast, electrical loads typically exercise power in highly similar ways, which makes
distinguishing them in the aggregate power signal P (t) more challenging. For example, the large majority
of electrical loads consist of either resistive heating elements (e.g., coffee makers, toasters, ovens, etc.),
motors (e.g., vacuums, AC compressors, fans, etc.), or both (e.g., electric dryers), which have similar power
signatures [33, 34]. Finally, given our analysis above, there will likely be few co-located jobs on any server
that either have no periods, or have the same overlapping period interval (which would reduce disaggregation
accuracy). Further, even if multiple “noisy” jobs with no period were co-located, their power usage is likely
to be low, and thus likely to only minimally affect the accuracy of disaggregating other jobs that oscillate
between periods of high power usage and low power usage.

4. WattScope Design

In this section, we present the design WattScope, our system for non-intrusively monitoring application-
level power consumption by disaggregating power data from external server- and rack-level power meters.
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Below, we describe WattScope’s overall system architecture and its different components for training disag-
gregation models and using them to disaggregate external power data.

Figure 8 shows WattScope’s architecture for non-intrusive application-level power monitoring. WattScope
is implemented as a cluster-level system for monitoring application-level power in datacenters that does not
require any hardware or software support on the servers running the applications. The only requirement is a
network-accessible external power meter that monitors each server’s power, which most datacenters already
have. As in a typical datacenter, WattScope assumes users submit their workload to a cluster manager in
the form of individual jobs or tasks, which run inside containers or VMs. The cluster manager schedules
the jobs on one of the servers depending on resource availability and job placement constraints. The cluster
manager, or the node manager, keeps track of the high-level category and placement for each job, such as their
scheduling priority, nature of the job (service, batch, or interactive), and user information. All datacenters
need such information for scheduling and billing purposes. Optionally, the cluster manager may collect
information on the resource usage for all the jobs, such as CPU utilization and memory usage. While such
information is not necessary for disaggregation, WattScope can opportunistically use it during the training
process if available. There is also an external power monitoring server that records the power consumption
at the server- or rack-level over a pre-defined sampling interval ∆t and exposes that information through an
API. WattScope takes the server- or job-level meta information and rack- or server-level aggregate power
consumption and reports the server- or job-level power consumption. While WattScope can disaggregate
rack-level power consumption into servers, we focus primarily on disaggregating server-level power into
application-level power consumption information in the remainder of this section.

Importantly, WattScope assumes that resource allocations for applications are reserved and not best-
effort. If resources are allocated best-effort, then applications’ variations in resource usage and power is a
function of not only their own behavior, but also the behavior of co-located applications. In this case, the
scheduler would dictate applications’ resource and power variations rather than their own behavior, which
would prevent training our models below. However, our assumption of reserved resources generally holds for
production schedulers in industry, such as Borg [35]. While production schedulers do overcommit resources,
i.e., by reserving allocating more resources than exist on a server, they attempt to minimize application
throttling, i.e., where applications attempt to use their reserved resources but they are not available. Prior
work shows that production schedulers rarely throttle applications [36]. As a result, a cluster manager’s
effectiveness at packing jobs onto servers has no impact on the variability of a job’s resource usage.

In addition, the type of server a job runs on also affects its resource usage characteristics and power, which
also affects the efficacy of disaggregation models. In many cases, since jobs are not throttled, changing server
types will only alter the magnitude of the resource usage and not its variations. In addition, datacenters
often operate large clusters of homogeneous servers, which facilitates training models for each server family.
In general, there is a tradeoff between model accuracy and modeling cost.

WattScope consists of three key components (or modules): an offline model trainer, an online disaggre-
gator, and an online performance monitor. Below, we describe the function of each module in detail.

4.1. Model Trainer

The model trainer module’s task is to train a library of models that can then be used by the disaggregator.
While the model trainer can be modified to work as an online module, we design it as an offline module that
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trains and stores multiple models. The model trainer takes three inputs: (i) ground truth application-level
power usage, (ii) aggregate server-level power usage, and (iii) meta information about the applications.

Inputs. First, to train an energy disaggregation model, we need ground truth application-level power
data. However, as discussed in §3, physically monitoring per-application power usage is not possible. To solve
this problem, we use alternative methods that provide approximate power consumption with varying levels
of accuracy. In particular, our approach is to use data collected by an intrusive software-based method for
application-level power monitoring, such as PowerAPI [25]. This data can be collected in the same datacenter
on a subset of machines running the representative workload or in another datacenter that has similar
workload characteristics. However, such fine-grained per-application power monitoring is not deployed in
practice. Thus, another option is to use the resource usage information, such as CPU and memory utilization,
as a proxy for estimating power consumption using a power model, such as the one we used in §3.1. Second, we
need the aggregate power consumption information for the server, which is typically collected in datacenters
for power management, billing, and cooling purposes. Third, the metadata information about the servers and
applications is used as a key for distinguishing trained models, which can later be used by the disaggregator
to select a model depending on the characteristics of the workload running on the server. This information
can include job type, hashed user information, job priority, or any other information that can be used to
identify a given job or class of jobs.

Training. Given our problem’s similarity to energy disaggregation in buildings, we examined numerous
existing approaches from the domain of building energy disaggregation [37]. In general, building energy
disaggregation techniques require a per-load model that captures characteristics of each load’s pattern of
energy usage. These models were initially simple and pre-configured, e.g., by specifying a small number of
discrete power states for each load, based on a priori knowledge of each load. However, recent approaches
have instead captured loads using machine learning models, e.g., neural networks, trained on datasets of
buildings where each load’s power is separately monitored to provide ground truth [37, 20]. While we
evaluate many of these approaches in §5, we adapt and extend a recently proposed sliding window approach
that uses deep neural networks (DNNs) as the basis for WattScope [38]. As we show in §5, this technique
provides the highest accuracy, in part, because it is best suited for the characteristics of loads like server
applications that have multiple (or continuous) power states.

Specifically, our sliding window approach takes a window w of data points as input that represent the
past w samples of a server’s aggregate power, e.g., [P (t−100), P (t−99), ..., P (t−1), P (t)]. As discussed in §3,
since we use the server’s aggregate power, rather than its marginal power, our approach implicitly attributes
a server’s baseload power to applications in proportion to their resource usage (at any give time). This input
feeds into a convolutional layer, which in-turn feeds into two bidirectional GRU (Gated Recurrent Unit) layers
and two dense layers, such that dropout units are inserted between these layers. Each of the layers uses an
ReLU (rectified linear unit) activation function except the last dense layer, which uses a linear activation
function. Ultimately, the output is the disaggregated power usage pi(t) for load i at time t. Prior work has
shown that replacing the GRU layers with LSTM layers results in similar accuracy across a wide range of
loads, but requires both more memory and computation for training. The model inserts dropout units, which
probabilistically drops outputs, to both prevent over-fitting and improve robustness with respect to missing
values. The window size is generally set to 50 − 100 datapoints, although the optimal window w may vary
for different loads. We discuss our model’s specific implementation details in §5, including the configuration
and hyperparameters of each layer. Note that a specific application’s load model is trained using data from
multiple servers, which may operate different sets of applications with different characteristics.

Model library. The set of background applications running on a server can significantly vary, over time
and across different servers, in terms of the number of applications and their characteristics. As a result,
it is not possible to train a model for each combination. If our power usage trace provides information on
the co-location of various applications, we train models for the most common co-location scenarios. There
is a trade-off between the number of models trained and disaggregation accuracy; the higher the number
of models, the higher the accuracy and vice versa. If the power usage trace does not provide co-location
information, such as in our Azure-based power trace, we randomly select different applications on a server
and train models for wide range of application combinations. All of the models are indexed by the metadata
information about the applications whose data was used to train a given model. For example, a model
trained with applications that have low variability, low regularity, and medium intensity is saved with this
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information as a label, enabling it to be selected by the disaggregator’s model selector for applications with
similar characteristics.

4.2. Disaggregator

Formally, our disaggregation problem can be stated as follows: given a certain number of applications
running on a server, as indicated by the cluster-level scheduler, and the server’s aggregate power consumption
P (t) at time t, we need to infer the average power consumption pi(t) (over a sampling interval ∆t) attributable
to each application i. WattScope operates in real-time by inferring each application’s average power usage
over ∆t immediately after the external power meter reports a new power sample for the server. While we
assume a 5-minute sampling interval ∆t to match the resolution of our production trace, our approach is
applicable to any sampling interval on the order of seconds-to-minutes. Note that our approach can also
disaggregate average power usage (or equivalently energy) over coarser time intervals than the sampling
interval by simply averaging the inferred power usage over the coarser interval, e.g., to infer an application’s
energy usage over a month for billing purposes. In general, the longer the interval, the more accurate the
disaggregation.

The model selector component of the disaggregator selects a model from the library for disaggregation
depending on the characteristics of the applications running on the server. As the metadata information
provides high-level information for the applications, collectively used as a label for a model during the training
phase, the model selector uses that information to pick an appropriate model. As the current combination of
applications on the server may not exactly match any of the trained models, the model selector chooses the
closest model to use for disaggregation. The metric used to quantify “closeness” is subjective and depends
on the operator’s choice.

4.3. Performance Monitor

The performance monitor module keeps track of the currently deployed disaggregation model and sends
feedback to the model selector if the accuracy of the current model starts to degrade. To quantify the
performance of a given model, it compares the total allocated power to the applications with the ground
truth aggregate power consumption. Under normal circumstances, the error should be under some pre-
defined threshold. However, the error will increase if the number of applications or their characteristics
change. If a high error persists for more than a specified period of time, it sends a signal to the model
selector to select a new model for disaggregation.

5. Implementation

We implemented WattScope and seeded it with multiple job models trained using data from large-scale
Azure and Google production workload traces described in §3. The Google trace includes job co-location
information, i.e., which jobs are co-located on the same server, while the Azure trace does not. Since the
Azure trace only includes job-level average resource usage statistics, every 5 minutes and not server-level
placement information or power data, we use the trace to construct our own synthetic ground truth power
data for training. Specifically, we assume all jobs run within VMs (or containers), and each is given an equal
number of resources on a server and not throttled. To provide some context, we ascribe a maximum power of
200W to each job based on its resource allotment, such that each VM can independently consume up to 200W
when operating at full utilization, as in prior work [39]. We also assume that power consumption is related
to utilization based on the function from Figure 2. We then construct training datasets by simulating the
mixing of different jobs together on the same server, such that the server’s total power is 200W×n, where n is
the number of jobs. So, for example, a server in our training data that runs 5 jobs has a peak power of 1,000W
(or 5×200W). Our contextual parameterization of 200W is arbitrary, and only relevant to experiments that
cite power values. In most cases, we report normalized results that are not dependent on server power.
Note that, since we derive our ground truth power data from a resource-power model, our experimental
results using this data do not incorporate inaccuracies due to this model, but only quantify inaccuracy due
to disaggregation. There is substantial prior work on accurately modeling the relationship between resource
usage and power [25]. While we leverage this work, our approach is orthogonal to it.

Our approach above is general, and can apply to servers at any level of power consumption. Also, note
that the approach above would not mimic reality if the jobs running on a server consumed the entire CPU,
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MAE (W) NMAE (%)
Models

job1 job2 job3 job4 job5
Aver
-aged

job1 job2 job3 job4 job5
Aver
-aged

Mean 20.88 4.95 20.33 41.80 2.78 18.15 36.93 27.46 38.99 29.55 29.71 32.53
CO 56.44 23.00 53.85 134.27 9.33 55.38 99.81 127.63 103.28 94.91 99.70 105.07

Exact
-FHMM

16.40 5.75 18.63 41.28 3.36 17.08 29.00 31.90 35.73 29.18 35.96 32.35

DAE 16.79 5.00 18.37 39.54 2.73 16.49 29.70 27.76 35.23 27.95 29.22 29.97
RNN 17.85 4.89 19.72 39.43 2.74 16.93 31.57 27.11 37.83 27.87 29.33 30.74

Seq2Seq 18.30 4.51 18.09 37.66 2.63 16.24 32.37 25.03 34.70 26.62 28.12 29.37
Seq2Point 16.31 4.39 17.29 35.08 2.58 15.13 28.84 24.35 33.16 24.80 27.55 27.74
WattScope 11.02 3.76 13.10 29.61 2.39 11.98 19.49 20.87 25.12 20.93 25.56 22.40

Table 1: Errors in disaggregating the power of five different representative jobs running on the same physical server.

since at that point, they would conflict with each other in a way that would affect their utilization and power
consumption. However, prior work has shown that such conflicts are exceedingly rare, and cluster schedulers
include sophisticated algorithms to avoid them even when overcommitting resources [36].

For the Azure trace, we use the approach above to generate a large number of synthetic training datasets
for different specific jobs and job classes running on servers with a range of different other jobs and job classes.
As discussed in §4, the training data set for a particular job takes a prior window w of aggregate server-
level power as input, and produces a job’s disaggregated power. In §6, we evaluate disaggregation accuracy
with models trained in a variety of different ways, from more-to-less specific. We implement a number of
disaggregation models by modifying nilmtk-contrib [20], an open-source toolkit implementation of numerous
algorithms for energy disaggregation of buildings. In particular, we replace nilmtk-contrib’s existing training
data sets with the synthetic training data above, and also eliminate pre-existing configuration meta-data
that is specific to particular building loads, e.g., refrigerators, ACs, etc. to make our implementation generic.
The toolkit includes numerous other benchmark algorithms, which we evaluate below.

We use two primary metrics for evaluating WattScope’s accuracy: Mean Absolute Error (MAE) and
Normalized Mean Absolute Error (NMAE), shown below. MAE is simply the average of the absolute

difference between the inferred power pi(t) of VM i and its actual power ˆpi(t) over all times t, while the
NMAE is the MAE normalized by the job’s mean power.

MAEi =

T∑
t=1

|pi(t)− ˆpi(t)|
T

(1)

NMAEi =
MAEi

1
T

∑T
t=1

ˆpi(t)
(2)

The MAE is in units of watts (W) and shows the absolute error in WattScope’s inferred power, while
the NMAE quantifies the error as a percentage of a job’s mean power. In general, low power jobs tend to
have higher NMAEs even when their MAE is low in an absolute sense, especially since low power jobs are
more challenging to disaggregate from server power that may be much higher. Likewise, high power jobs
may have low NMAEs even if when their MAE may be comparatively high. Thus, in our evaluation, we
contextualize these results relative to standard benchmark approaches. In particular, we compare with the
NMAE and MAE for a baseline approach that infers a job’s power is always equal to its mean power over the
time interval. We call this the ‘Mean’ model. We implemented our WattScope, and trained and evaluated
our models, on an Intel Xeon Silver 4214R CPU with 12 Cores at 2.4 GHz and 128 GB RAM.

WattScope’s model trainer leverages a neural network that takes as input a sliding window of aggregate
power values to infer a job’s power, as discussed in §4.1. We train WattScope’s neural network for 50 epochs
with a batch size of 1024. We also optimized the training by fine-tuning the hyperparameters based on
prior work [38]. Specifically, our sliding window model uses a window size w of the 100 previous datapoints,
i.e., aggregate power values that first feed into a convolutional layer with 16 filters of size 4 with stride and
a rectified linear unit (ReLu) activation function; this layer feeds into a bidirectional gated-recurrent unit
(GRU) with size 64 and a concat merge mode followed by a drop-out unit with weight 0.5; this layer then
feeds into another similar layer from before but of size 128; this layer finally feeds into two dense layers of
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Figure 9: Time-series of actual and inferred (disaggregated) power usage of a job for the four representative jobs with
different detected periods with high scores, similar coefficient of variations, and different intensities. The caption
states the period, mean absolute error (MAE), and normalized mean absolute error (NMAE).

size 128 (with ReLU activation function) and 1 (with linear activation function), respectively, with another
dropout unit of weight 0.5 between them.

We compared WattScope’s approach above with a wide range of different disaggregation models imple-
mented by nilmtk-contrib [20]. Table 1 shows that WattScope’s approach generally has the highest or near
the highest MAE, and is also consistent across five different types of job types. For this experiment, all five
of these jobs ran on the same physical server, and we trained each model over 7 days and then tested its
accuracy over the remaining length of our trace. By contrast, the other models have more variable accuracy.
For example, Combinatorial Optimzation (CO) has poor accuracy on job 4, but much better relative accu-
racy on job 5. Table 1 similarly shows the normalized MAE for the same experiment. In all cases, WattScope
yields the lowest MAE and NMAE when inferring each jobs’ disaggregated power. The table also shows the
MAE and NMAE between the actual aggregate power and the inferred aggregate power computed based on
the sum of the inferred power of each job.

6. Evaluation

In this section, we evaluate WattScope for its accuracy in non-intrusively disaggregating total server
power consumption into job-level power consumption. We first present qualitative results illustrating the
high disaggregation accuracy of WattScope and provide some intuition for our quantitative metrics (§6.1).
We next evaluate how job characteristics such as variability, regularity, and intensity affect disaggregation
accuracy (§6.2). We then present quantitative results for desegregating server-level power to job-level power
based on actual co-location information in a production trace, which demonstrates how WattScope would
work in practice (§6.3). Finally, we evaluate the WattScope’s disaggregation approach for its scalability,
robustness, and generalization (§6.4). Note that for most experiments we use application-specific disaggre-
gation models, i.e., trained on the application’s power data. We quantify the inaccuracy due to using a
general model that is not application-specific in §6.4. In evaluating WattScope, we assume that our system
knows the characteristics of jobs on a server and uses them to select the appropriate model for disaggregation.
Evaluating the performance of our model selector or performance monitor is outside the scope of this paper.
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Figure 10: Effect of job characteristics: (a) effect of variability, quantified as CoV, when both regularity and intensity
are controlled, (a) effect of regularity, quantified as periodicity score, when both variability and intensity are controlled,
and (c) (a) effect of intensity, quantified as average power, when both variability and regularity are controlled. Each
bar represents average across 50 jobs spread across 10 servers and error bars show the 90th percentile confidence
interval across jobs. In total, each subfigure shows the disaggregation accuracy for 750 distinct jobs.

6.1. Qualitative Results

To provide an intuitive meaning to the quantitative results in the following sections, we present the time
series of four representative jobs from the Azure trace. Figure 9 shows the time series of the actual and
inferred (or disaggregated) power for each of the four jobs, along with the actual and inferred average power.
The graphs illustrate that WattScope’s disaggregated power is highly accurate and the actual and inferred
power closely matches for all of the jobs, as does the actual and mean power. While we choose a more
intuitive metric of NMAE for the rest of this section, a high value of NMAE does not necessarily mean poor
disaggregation performance. NMAE can be quite high for jobs with low intensity as the 12h job shown in
Figure 9b has an NMAE value of 38% due to its average power of less than 5W.

6.2. Effect of Job Characteristics

As discussed in §3, a job characteristics impact disaggregation accuracy. We next conduct experiments
that decouple the effect of different job characteristics on disaggregation accuracy. In particular, we evaluate
the impact of variability, regularity, and intensity. To do so, we sample jobs from the Azure trace with
desired characteristics and synthesize servers with desired co-location of jobs. For example, for the left-most
bar in Figure 10(a), we select 50 jobs that have CoV between 0 and 0.2, periodicity score of less than 0.2,
and magnitude of greater than 100W. We next split the 50 jobs into 10 servers each hosting 5 jobs. We then
disaggregate the power of all individual jobs at once and report the average values as well as the confidence
interval. We describe the choice of jobs and their co-location settings when evaluating each factor.

Effect of Variability. Figure 10(a) shows the disaggregation error (in NMAE) on the y-axis and the
coefficient of variation (CoV) on the x-axis when the two other variables are controlled. The graph shows
that, as the coefficient of variation increases, the error increases. The effect of CoV is less prominent for
both low and high intensity settings since, at low and high power consumption, variability is bounded by the
lower limit of 0 and the higher limit of the server’s maximum power, respectively. At medium intensity, an
increase in CoV results in a significant increase in variability and, thus, power disaggregation error increases.

Effect of Regularity. Figure 10(b) shows the disaggregation error (in NMAE) on the y-axis and periodicity
score (CoV) on the x-axis when the variability and intensity are controlled. As the periodicity score increases,
we observe a downward trend in the disaggregation error, which is expected as more regular jobs are easier
to disaggregate. However, we observe a very high error for the left most bar, where we have high variability
(high CoV) and high intensity (high average power). This happens because periodicity is the strongest factor
that affects the disaggregation accuracy. As high variability combines with high intensity, it is challenging
for our disaggregator to infer the power consumption of 5 jobs that have random and high power usage.

Effect of Intensity. Figure 10(c) shows the disaggregation error (in NMAE) on y-axis and intensity (power
usage magnitude) on then x-axis when the variability and regularity are controlled. The effect of magnitude
is only visible at the medium and low variability settings, as at high variability (yellow bar) the effect of
variability dominates and results in high error with a slightly higher error at the medium magnitudes.
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Figure 11: Normalized Mean Absolute Error (NMAE) in disaggregating a job’s power consumption on the y-axis for
1,100 servers from the Google trace on the x-axis. The average error across all the servers is 9.26%. Each server runs
40 jobs on average. Servers are sorted in the order of increasing Coefficient of Variation (CoV) for the disaggregated
job from 0.01 (left most) to 3.75 (right most).
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Figure 12: Mean Absolute Error (MAE) in disaggregating a job’s power consumption on the y-axis for 1,100 servers
from Figure 11 on the x-axis. The average error across all the servers is 3.69W.

Key Point. The results above show that disaggregation accuracy is a function of a job’s variability, regularity,
and intensity. In general, variability tends to be the dominant metric in dictating disaggregation accuracy
with regularity being the next most important metric followed by intensity.

6.3. Large-scale Job-level Disaggregation

In the previous section, we looked at the individual characteristics of the jobs where we synthesized
servers with five jobs on each server, which allowed for controlled experiments. However, actual production
environments have a larger number of jobs on each server and may not always place similar jobs on the
same server to avoid resource contention. To evaluate the performance of WattScope in real-world settings,
we use a power consumption trace based on the Google Cloud trace, which provides the actual co-location
information, i.e., which jobs run on the same physical servers. We randomly selected 1,100 servers from the
trace, where each server hosts 40 other jobs on average. On each server, we select one job to disaggregate,
at a time, while treating others as a background jobs. As our disaggregator takes <1ms to disaggregate a
single job for a single timestep, our method can scale to a large number of jobs.

Figure 11 shows the error in disaggregating power consumption of a given job on 1,100 different servers
that differ in the number and characteristics of the jobs they run. We have ordered the servers by the
Coefficient of Variation (CoV) for the disaggregated job from low (left) to high (right). We make two key
observations from this experiment. First, most of the jobs (760 out of 1,100 or ∼69%) have a very low
error of 10% or less, and a very small number of jobs (86 out of 1,100 or ∼7.81%) have a higher than 20%
error. The worst-performing job has an NMAE of 90%, but less than 3W of mean absolute error (MAE).
This shows that WattScope is highly accurate in disaggregating the power consumption of jobs even in the
presence of a large number of jobs on the server in practical settings. The average error is 9.20%, which is
very small considering the variations across servers and jobs. Second, overall, the value of NMAE increases
as the CoV increases, indicating the poor disaggregation accuracy for jobs with variability in their power
consumption. However, the trend is not smooth as other factors, such as the regularity and the intensity of
the power consumption for a job, also affect the power disaggregation accuracy.

Figure 12 shows the mean absolute error in disaggregating power consumption of a given job for the
same set of servers as in Figure 11. Most jobs (1,034 out of 1,100) have less than 10W of error. This leads
to a very small average MAE of 3.69W. Even the worst-performing job has an MAE value of 42W, which is
around 20% of the maximum server power in our experimental setup.
Key Point. Disaggregation accuracy is high for the vast majority of jobs in production due to their low
variability and high regularity.

6.4. Scalability, Robustness, and Generalization

In this section, we evaluate WattScope’s ability to scale to a large number of jobs, robustness to the num-
ber of samples used for training, and generalization in using a model trained for a given job to disaggregate
another job with similar characteristics but in total different environment.

Scalability. Figure 13(a) shows the average power disaggregation error as the number of jobs on the server
increase. Remember, in this experiment, we disaggregate a single job against the presence of a varying
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Figure 13: WattScope Performance: (a) error in disaggregating a single job as the number of background jobs increases,
(b) the effect of size of training data in number of samples used for training, and (c) generalization to disaggregating
similar jobs on different servers. In (c), baseline represents the error when using the model to disaggregate the same
job that was used for training and the swapped represents the error in using the model to disaggregate a similar job
on another server. Each bar in generalization results represents the average across 20 experiments.

number of background jobs. Each bar represents an average across 10 experiments. The decreasing trend of
disaggregation error with increasing number of jobs is the result of statistical multiplexing of power usage
from background jobs. When the number of jobs on a server is small, the background jobs show significant
variation in their usage making the disaggregation of the desired job harder. As the number of jobs on
the server increase, the variability of the background jobs decreases due to statistical multiplexing and the
aggregate of background jobs becomes easier to separate from the desired job. However, it must be noted that
the model used for different number of jobs in the background changes. WattScope needs to train multiple
models with different number of background jobs and select an appropriate model for disaggregation at
runtime, which creates a trade-off between the disaggregation accuracy and the training cost.

Robustness. We next examine how the length of the training period for each job’s model affects the power
disaggregation accuracy. Figure 13(b) shows the length of the training period for the job’s model (ranging
from 500 samples to over 4,000 samples) on the x-axis and the average NMAE on the y-axis across all the
jobs. In this case, we have on average 40 jobs co-located on each server as present in the Google trace and
we are trying to disaggregate all the jobs one at a time. As expected, as the training period increases, the
error tends to decrease. However, the reduction in disaggregation error is marginal once 1,500 samples have
been used for training. In our case, each sample is collected over 5 minutes and the 500 samples roughly
correspond to 2 days while 4,000 samples correspond to 16 days. Since these jobs are long running (31 days),
using up to 6 days (1,500 samples) is feasible. It must also be noted that the wallclock time in days is purely
a function of data collection granularity. If data is collected every minute instead of every 5 minutes, the
same level of accuracy can be achieved using training data collected in one day.

Generalization In our scalability experiments, we mentioned that we need to train a model for different
number of background jobs which can be costly interms of training time and resources. However, the cost
of training can be significantly reduced if we are able to use a single model for a similar set of jobs. To
test the generalizability of WattScope’s disaggregator, we train a model on a job with given CoV and use
it to disaggregate a job with CoV in the same range but running on a different server. Furthermore, the
other server does not have the same number of background jobs as the server used for training. Figure 13(c)
presents the results for our experiments where the x-axis is the coefficient of variation and y-axis is the
average NMAE. The left bar (yellow, slanted pattern) represents the accuracy of the trained model on the
same job while the right bar (red, horizontal pattern) represents the accuracy when the model is used on a
different server to disaggregate a similar job but with different number and characteristics for the background
jobs. The overall results show a high disaggregation accuracy that degrades with the increase in CoV. This
indicated that the variability of the power usage trace is a stronger factor in determining the disaggregation
accuracy than any other factor, even generalization.
Key Point. Our experimental results show that WattScope i) scales well as more jobs run on each server,
ii) is robust as the amount of training data decreases, and iii) enables the use of generalized models trained
similar applications with medium-to-low CoVs at similar accuracy.
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Figure 14: WattScope performance in production: (a) time-series of actual and inferred (disaggregated) power usage
for the two jobs with the best NMAE (top) and the worst NMAE (bottom) from our production experiments consisting
of 30 VMs, (b) NMAE distribution (7.12% average), and (c) MAE distribution for the jobs (4.16W average).

6.5. Production Experiments

In this section, we evaluate WattScope’s performance in disaggregating power consumption for jobs that
run in a physical conventional datacenter cluster. Our cluster comprises 40 Dell PowerEdge R430s with Intel
Xeon processors with 16 cores and 64GB memory. We randomly sample 30 servers from the Google Trace
and replay all of the jobs on our servers using stress-ng [28] for 3 weeks. To get the ground-truth power
consumption for a given job, we run it in isolation and record its power consumption.

Similar to our analysis in §6.1, Figure 14(a) presents the time series of actual and inferred (disaggregated)
power usage for the two jobs with the best NMAE (top) and the worst NMAE (bottom) from our production
experiments consisting of 30 VMs, along with the actual and inferred average power. The graph illustrates
that WattScope’s disaggregated power matches well with the actual power consumption observed for the job
for both NMAE values. For the worst NMAE scenario, the disaggregated power deviates from the actual
power consumption but closely matches the trend. Figure 14(b) and Figure 14(c) present the distribution of
errors using NMAE and MAE metrics, respectively. Similar to our large-scale evaluation results, more than
70% of the jobs have a less than 10% NMAE, and more than 90% of the jobs have less than 5W MAE.

Our results demonstrate that WattScope demonstrates good performance on real power consumption
traces from jobs running in conventional datacenters and can be deployed in practice.

7. Conclusion

We design a model-based system WattScope for non-intrusively estimating the power consumption of in-
dividual applications using external measurements of a server’s aggregate power usage and without requiring
direct access to the server’s operating system or applications. WattScope is widely applicable in datacenters,
which typically meter individual servers for management and billing. WattScope addresses key problems with
traditional application-level power monitoring techniques, which are intrusive: require running privileged
software to monitor fine-grained resource utilization and hardware support that is not always available. Our
key insight (§3) is that, based on an analysis of production traces, the power characteristics of datacenter
workloads, e.g., low variability, low magnitude, and high periodicity, are highly amenable to disaggregation of
a server’s total power consumption into application-specific values. We present WattScope for disaggregating
server- and rack-level power meter measurements, that are already available in data centers, to server- and
job-level power information, respectively. We extensively evaluate WattScope’s accuracy on a production
workload and show that it yields high accuracy, e.g., often <∼10% normalized mean absolute error.

Our key insight that enables accurate disaggregation is the generally low variability and high regularity of
production applications in industry traces, as shown in §3. This insight is more broadly applicable to general
scheduling and resource problems in datacenters, including placing jobs and overcommitting resources. In the
future, we plan to explore other implications of this insight. We also plan to explore methods for improving
model selection by inferring an application’s runtime characteristics, in terms of variability, regularity, and
intensity, from its meta-data, such as the characteristics and constraints in its resource request.
Acknowledgements. This research is supported by NSF grants 2213636, 2136199, 2106299, 2102963,
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