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ABSTRACT
The proliferation of latency-critical and compute-intensive edge

applications is driving increases in computing demand and carbon

emissions at the edge. To better understand carbon emissions at the

edge, we analyze granular carbon intensity traces at intermediate

"mesoscales," such as within a single US state or among neighboring

countries in Europe, and observe significant variations in carbon

intensity at these spatial scales. Importantly, our analysis shows

that carbon intensity variations, which are known to occur at large

continental scales (e.g., cloud regions), also occur at much finer

spatial scales, making it feasible to exploit geographic workload

shifting in the edge computing context. Motivated by these find-

ings, we propose CarbonEdge, a carbon-aware framework for edge

computing that optimizes the placement of edge workloads across

mesoscale edge data centers to reduce carbon emissions while meet-

ing latency SLOs. We implement CarbonEdge and evaluate it on a

real edge computing testbed and through large-scale simulations for

multiple edge workloads and settings. Our experimental results on

a real testbed demonstrate that CarbonEdge can reduce emissions

by up to 78.7% for a regional edge deployment in central Europe.

Moreover, our CDN-scale experiments show potential savings of

49.5% and 67.8% in the US and Europe, respectively, while limiting

the one-way latency increase to less than 5.5 ms.

CCS CONCEPTS
• Computer systems organization → Distributed architec-
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1 INTRODUCTION
Data centers consumed more than 460 terawatt-hours (TWh) of en-

ergy in 2022, and are expected to consume more than 1000 TWh by

2026 [18]. As a result, data centers are already generating roughly

1% of global carbon emissions and could emit more than 2.5 bil-

lion metric tons of CO2 by the end of the decade. The sustainable

growth of data center capacity has emerged as a critical challenge

in our society’s transition to a low-carbon future, especially with

the accelerating build-out of data center capacity to satisfy the

growing demand for AI workloads. Historically, cloud operators

have addressed data center sustainability issues by optimizing their

energy efficiency (i.e., their computational work done per unit of

energy consumed). However, optimizing energy-efficiency alone

will likely not be sufficient to satisfy cloud platforms’ carbon emis-

sions targets [3]. In particular, since data center energy-efficiency is

already highly optimized after years of research, further optimiza-

tions are expected to yield diminishing marginal improvements

moving forward.

As a result, researchers have recently focused on several alterna-

tive approaches for reducing carbon footprint of cloud data centers

and improving their carbon efficiency (i.e., their computational

work done per unit of carbon emitted). Specifically, to optimize

hyperscale data centers’ carbon efficiency, cloud operators have

deployed both supply- and demand-side approaches. On the supply-

side, cloud operators have procured green energy (e.g., wind or

solar) through long-term contracts to power their data center op-

erations [6], while on the demand-side, researchers have explored

techniques for modulating data center workload demand and its

resulting carbon emissions to optimize their carbon footprint [41].

Since the electric grid in different regions uses different mixes of

generation sources, grids with a higher penetration of low-carbon

sources, such as hydro, solar, or wind, tend to produce lower-carbon

electricity. Spatial workload shifting approaches exploit these re-

gional differences in energy’s carbon intensity by proactively shift-

ing workloads to data center locations with lower-carbon energy,

https://creativecommons.org/licenses/by/4.0
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thereby performing the same computation while incurring fewer

emissions. Recent research has shown that cloud workloads, such

as machine learning training and batch processing, are amenable

to such spatial shifting optimizations and can yield significant re-

ductions in applications’ carbon footprint [9, 13, 27, 38]. However,

these optimizations typically incur large network delays to mi-

grate workloads over long distances to a different data centers, and

thus can increase user latency for interactive workloads that are

latency-sensitive.

Since spatial differences in the grid’s carbon intensity are clearly

evident over large geographical distances, spatial shifting has

largely been studied for cloud workloads at continental scales, i.e.,

across entire continents or between continents. For example, shift-

ing workloads from eastern to western North America, or shifting

workloads from North America or Asia to Europe. The differences

in grid carbon intensity at these scales are due to the vastly differ-

ent generation mixes at distant locations. As a result, conventional
wisdom has held that spatial workload shifting is unsuitable for edge
data centers, since moving edge workloads over such long distances to
distant edge data centers would result in unacceptable increases in the
latency of edge applications. Consequently, edge data centers thus
far have not leveraged this key carbon optimization technique.

In this paper, we challenge this conventional wisdom and show

that spatial workload shifting is a feasible carbon-optimization

approach for edge data centers deployed in many, although not

all, parts of the world. Our key insight is that spatial differences

in grid carbon intensity do frequently occur even at “mesoscales”

(i.e., smaller distances of tens to a few hundred kilometers), espe-

cially as the penetration of wind and solar renewables continues

to grow. While, on average, variations in carbon intensity are cer-

tainly larger at longer distances, there are meaningful differences

in energy’s carbon intensity at short distances in many parts of the

world. Such mesoscale differences open up new opportunities for

spatial workload shifting across nearby edge data centers, enabling

edge workloads to optimize their carbon footprint with limited

performance impact on latency-sensitive applications. In contrast,

as mentioned above, prior work has focused primarily on exploiting

spatial differences in energy’s carbon intensity at large continental

scales, i.e., across a thousand kilometers or more, where variations

in energy’s carbon intensity arise from large environmental dif-

ferences. For example, at continental scales, it may be daytime in

one location with plentiful solar generation and nighttime in an-

other with zero solar generation. Instead, mesoscale differences

in carbon intensity generally arise from differences in a location’s

specific mix of various generation sources, e.g., hydro, coal, natu-

ral gas, oil, solar, wind, nuclear, etc., and types of generators. For

example, a municipal utility that serves a small town may have its

own low-carbon hydro-generating plant, while nearby towns are

served by a private utility that generates most of its power from

high-carbon fossil fuels. Such differences give rise to variations in

energy’s carbon intensity, even at relatively short distances.

Motivated by these observations, this paper presents CarbonEdge,
a carbon-aware orchestration framework for distributed edge data

centers that supports spatial workload shifting at mesoscales. Car-
bonEdge optimizes workload placement to significantly reduce car-

bon emissions of edge applications within a mesoscale region while

satisfying latency constraints. Importantly, CarbonEdge considers

the diversity of edge applications and resource heterogeneity when

determining workload placement, which affects how applications

consume energy at specific locations. This aspect is crucial because

the carbon emissions of applications depend on both their energy

consumption and the carbon intensity of the energy used. We hy-

pothesize that small spatial-scale variations in carbon intensity can

enable CarbonEdge to reduce the operational carbon footprint of

edge applications without significantly impacting their low-latency

benefits. In designing, implementing, and evaluating CarbonEdge,
we make the following contributions.

(1) Mesoscale Carbon Analysis. Our analysis is the first to

demonstrate significant variations in grid carbon intensity at

mesoscale distances, thereby making it feasible to deploy work-

load shifting optimizations in edge computing platforms. We

present a detailed empirical analysis of the granular carbon

intensity data and latency traces of 148 regions in the world

(Section 3).

(2) CarbonEdge Design and Implementation. Based on our

findings, we propose CarbonEdge, a carbon-aware placement

framework to reduce carbon emissions from edge data centers

at mesoscales. CarbonEdge integrates carbon intensity varia-

tions across edge data center locations and accounts for energy-

efficiency differences among heterogeneous resources to intelli-

gently distribute edge workloads to minimize carbon emissions

(Section 4). Additionally, we implement a full prototype of a

carbon-aware edge orchestration framework on top of Sinfonia,

a Kubernetes-based framework for edge data centers, and plan

to release it as open source (Section 5).

(3) Experimental Evaluation.We evaluate CarbonEdge in both

edge testbeds and large-scale simulations, using real-world

traces, edge workloads, and diverse edge settings. Our exper-

imental results on real testbed demonstrate that CarbonEdge
can reduce emissions by up to 78.7% in mesoscale regional edge

deployments. Furthermore, our CDN-scale simulations indi-

cate that CarbonEdge yields 49.5% and 67.8% savings in the US

and Europe, respectively, while limiting the one-way latency

increase to less than 5.5 ms (Section 6).

2 BACKGROUND
This section provides background on grid energy’s carbon intensity,

carbon-aware workload optimization, and edge data centers.

2.1 Electric Grid Carbon Intensity
The electricity supplied by the electric grid at a given location comes

from a mix of generation sources, such as natural gas, coal, hydro,

solar, and wind. The relative proportion of generation from each

source varies from one region to another, depending on the types of

generation sources present in each region. For example, as shown

in Figure 1a, in the Ontario region of Canada, most energy comes

from nuclear and hydroelectric energy sources. At the same time,

eastern European countries such as Poland have a more significant

proportion of coal and natural gas. The carbon intensity of elec-

tricity is defined as the total CO2 emissions per unit of electricity

generation and is measured in g·CO2eq/kWh. For each location, it

is computed as the weighted average of the carbon intensity of the
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Figure 1: Energy mix and carbon intensity of four regions.
source energy mix at that location. Figure 1b shows the carbon in-

tensity of the energy supply in four different countries and regions

— Ontario region of Canada, California and New York in the US, and

Poland in Europe — and shows that there are significant differences

in the carbon intensity of electricity at the spatial granularity of

countries or large geographic regions.

As grid operators have begun to report their real-time energy

generation mixes, third-party carbon information services, such

as Electricity Maps [26] and WattTime [1], have begun exposing

this carbon intensity data to data center operators and applications

via real-time APIs and forecasting services. Our paper assumes the

availability of such carbon intensity data for carbon optimizations

in edge data centers.

2.2 Carbon-aware Workload Optimizations
The availability of real-time carbon intensity data has motivated

cloud providers and applications to schedule workloads based

on variations in the carbon intensity of electricity. The resulting

carbon-aware scheduling approaches can be broadly viewed as

workload shifting, which exploits temporal and spatial variations in

the carbon intensity of electricity. Temporal workload shifting ex-

ploits temporal fluctuations in carbon intensity at a given location

by scheduling (or delaying) jobs to periods of low carbon inten-

sity. Such techniques are well-suited for batch workloads, which

have temporal flexibility and can tolerate delays in their comple-

tion times. There have been numerous recent works that leverage

temporal workload shifting to reduce the carbon emissions of batch

workloads in the cloud [2, 16, 36, 38, 41].

In contrast, spatial workload shifting exploits spatial variations in

carbon intensity across locations by moving jobs or requests to data

center locations with a lower carbon intensity supply. Such spatial

shifting optimizations have been studied in the cloud context by

moving cloud workloads across data center locations that span large

geographic regions, countries, or even continents [9, 11, 13, 27, 38].

For example, as depicted in Figure 1b, cloud workloads can be

moved from the New York region of a public cloud to the Ontario

region, whose electricity supply has a lower carbon intensity. In

theory, spatial shifting can be implemented for both interactive

workloads, such as web services, as well as batch workloads. In

practice, however, migrating interactive requests to distant data

centers increases their user-perceived latency, and hence, spatial

shifting has been primarily utilized for batch applications, such

as machine learning training [9]. Prior work has also shown that

spatial shifting generally has much more potential for reducing

carbon compared to temporal shifting [38]. This insight derives

from the fact that there tend to be much larger differences in carbon

between locations than within any one location over time.

2.3 Edge Data Centers
Edge computing involves deploying computing resources in the

form of small server clusters at the network’s edge close to end

users. Edge computing is well-suited for low latency services since it

avoids network delays incurred by traversing to more distant cloud

data centers. For example, regional edge clusters, deployed by edge

or even cloud providers, have been used to host latency-sensitive

applications such as mobile offloading, augmented reality (AR),

and deep learning inference [33, 34]. Another example is a content

delivery network that operates large geo-distributed edge clusters

and serves web and multimedia content to users from proximate

edge locations.

While edge data centers can optimize their carbon footprint

via temporal workload shifting, such methods are ill-suited for

interactive or latency-sensitive applications that are prevalent at

the edge, since such workloads cannot be delayed or time-shifted.

In contrast, spatial shifting optimizations have traditionally been

performed at larger continental or global scales, i.e., across entire

continents or across multiple continents, to exploit carbon intensity

variations present at that scale [9, 13, 38].While thesemethodswork

well for cloud-based batch workloads, spatial shifting of interactive

edgeworkloads at such large scales results in large latency increases.

Hence, spatial shifting has not been considered for edge applications

in prior work. We argue that spatial shifting is feasible even in the

edge context by exploiting mesoscale variations in grid carbon

intensity that are beginning to appear in today’s energy grids.

3 MESOSCALE CARBON ANALYSIS
This section presents an empirical study of grid carbon intensity

differences that occur over mesoscale geographic distances of tens

to hundreds of kilometers. We also analyze the increases in network

latency at these scales. Our empirical study seeks to answer two

key questions.

(1) How much does energy’s carbon intensity vary within mesoscale
regions that span tens to hundreds of kilometers, and are these
differences large enough to warrant the use of spatial workload
shifting in distributed edge data centers?

(2) How prevalent are these types of mesoscale variations in different
parts of the world? Are they sufficiently common to warrant the
broad deployment of carbon optimization techniques in edge data
centers across the world?

3.1 Carbon Intensity Analysis at Mesoscales
To understand the differences in grid carbon intensity that are

seen at mesoscales, we conducted a measurement study where we

collected carbon intensity traces for 148 carbon zones worldwide

for an entire year (2023). For the purpose of our study, a carbon

zone, or simply a zone, is a geographic area whose grid operator

provides carbon intensity data. The geographic size of a carbon zone

depends on the area served by the grid operator and can vary from

a city to an entire state or even a small country. Further, we also

collected round-trip latency traces from the WonderNetwork [32],

which provides ping traces (in milliseconds) to cities across the

world. We describe our data sources in Section 6.1.1.

To illustrate the carbon intensity differences at the mesoscale,

we first select four specific mesoscale regions, each comprising five
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Figure 2: Carbon intensity snapshots of four mesoscale regions, highlighting variations across zones.
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Figure 3: Yearly carbon intensity of two mesoscale regions.
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Figure 4: Spatial-temporal variations in carbon intensity over
two days and 12 months in 2023 in the West US.

carbon zones, across the United States and Europe. Figure 2 depicts

a heat-map of the carbon intensity variations within each mesoscale

region for a single hour in 2023, with darker colors representing

higher carbon intensity values. We assume that each of the five

carbon zones within a mesoscale region has an edge data center.

The Florida region, for example, consists of five cities, each hosting

an edge data center, that is a few hundred kilometers apart from

one another. The figure shows significant differences in carbon

intensity values even at this scale, with inter-zone variations of

2.5× in Florida, 7.9× in the west US, 2.2× in Italy, and 19.5× in

Central Europe.

Figure 3 then plots the mean carbon intensity over the entire

year for two regions. The figure confirms that the differences in

carbon intensity persist across the year. Furthermore, the average

difference between the maximum and minimum carbon intensity

across zones in a region is 2.7× in the west US, and 10.8× in cen-

tral Europe. Importantly, these differences compare favorably to

those reported across global cloud regions. For instance, a recent

Table 1: One-way network latency (ms).

(a) Florida

Location Miami Orlando Tampa Tallah.

Jacksonville 3.64 5.32 6.86 3.42

Miami - 4.5 3.37 7.2

Orlando - 1.86 4.35

Tampa - 4.14

Tallahassee -

(b) Central EU

Location Graz Lyon Milan Munich

Bern, CH 8.78 6.28 6.45 3.985

Graz, AT - 16.22 11.98 8.36

Lyon, FR - 9.34 8.82

Milan, IT - 8.65

Munich, DE -

study of spatial differences in carbon intensity across Amazon’s

cloud regions reported an order of magnitude difference across

AWS cloud regions in Europe and Asia [38]. Moreover, since the

relative mix of energy sources changes over time, Figure 4 shows

temporal fluctuations in the carbon intensity of edge data centers

within each mesoscale region within a day (Figure 4a) and across

seasons (Figure 4b). For instance, Flagstaff, AZ (see Figure 4a) ex-

hibits a daily difference of ∼300g·CO2eq/kWh. Figure 4b shows

how monthly average carbon intensity changes. For example, King-

man, AZ, exhibits a ∼200 g·CO2eq/kWh change between March

and November due to its reliance on solar energy.

Finally, Table 1 shows the pairwise one-way network latency

between edge data centers, within two mesoscale regions. The table

shows that, unsurprisingly, the latency grows with geographic

distance. However, the increase in latency due to shifting workload

from one edge location to another ranges from a few milliseconds

to ∼16 ms, depending on the distance and the network topology

between locations.

Key Takeaways. Our results show significant differences in the car-
bon intensity of electricity at mesoscale distances, similar to those
reported at continental scales between cloud regions. These mesoscale
variations demonstrate the feasibility of using spatial workload-
shifting optimizations for edge data centers.

3.2 Mesoscale Analysis across Continents
Having shown that there can be significant differences in carbon

intensity at the mesoscale, a key question is whether such differ-

ences are commonplace in different parts of the world or confined

to a few specific locations. To answer this question, we conduct an

analysis of carbon intensity traces across 496 Akamai edge data

centers in the United States and Europe. For each edge data center,

we find the location with the highest carbon intensity difference

within a threshold radius distance 𝐷 and compute the percentage

difference in carbon intensity between the two locations. Figure 5
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Figure 5: Carbon savings with search radii of 200 km, 500 km, and 1000 km. (d) One-way latency across pairwise distances.

plots a CDF of the observed pairwise differences for different values

of threshold radius 𝐷 (from 𝐷 = 200 km to 𝐷 = 1000 km).

For a radius of 200 km, Figure 5a shows that 32% of the edge

data centers have at least one data center with a carbon intensity

difference of more than 20%, and 12% of locations have a data center

with a carbon intensity difference of more than 40%. At the same

time, 68% of the edge data centers do not have any location with a

significant spatial carbon intensity difference (i.e., more than 20%).

As the radius increases, the chances of finding an edge location with

significant carbon intensity differences grow. As shown in Figure 5b

and Figure 5c, increasing the radius to 500 km and 1000 km allows

57% and 78% of edge data centers to reduce their emissions by more

than 20%. In addition, this increase enables 27% and 45% of edge

data centers to significantly reduce their carbon emissions by more

than 40% for the 500 km and 1000 km radius, respectively. The

fraction of edge locations without any significant carbon intensity

differences within its radius falls to 22% for 𝐷 = 1000 km. Lastly,

Figure 5d shows that the median increase in latency ranges from

5.3 ms for 𝐷 = 200 km to 14.3 ms for 𝐷 = 1000 km.

Key Takeaways. More than 78% of the edge locations in Europe
and North America see carbon intensity differences exceeding 20%
within a radius of 1000 km, indicating that mesoscale carbon intensity
variations are prevalent in many regions of the world.1

4 CARBONEDGE DESIGN AND POLICIES
Motivated by our findings from the mesoscale carbon analysis, we

introduce a carbon-aware framework for edge computing, named

CarbonEdge, which employs the variations of carbon intensity

across edge data centers to intelligently distribute edge applica-

tions while satisfying the low-latency demands. We formalize our

carbon-aware edge placement problemwith latency constraints and

present an optimization approach to minimize carbon emissions at

the edge. Lastly, we present our incremental placement algorithm

to our edge placement optimization in a real-world edge system.

4.1 CarbonEdge Overview
CarbonEdge is a carbon-aware framework designed to reduce

carbon footprint at the edge by spatially distributing workloads

across edge data centers. It manages edge data centers dispersed at

mesoscales, which have shown prevalently significant variations

in carbon intensity (Section 3), and assumes that edge workloads

1
Our analysis could not be extended to other continents (e.g., Asia, Australia) due to

the unavailability of fine-grain spatial carbon intensity data, but we anticipate similar

trends will persist as the adoption of renewables continues to grow globally.

CarbonEdge
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Energy Sources
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Telemetry

Carbon Intensity ServicePlacement Service

Edge Orchestrator

Energy Sources

Energy SourcesEdge DC I

Edge DC III

Edge DC II

1

2

3

Carbon Intensity

0

Figure 6: CarbonEdge design and exemplar workflow of plac-
ing offloading applications from IoT devices.

can shift across edge data centers at this scale. Edge servers are not

only diverse in geolocations but also diverse in architecture and

capacity, exhibiting significant differences in energy efficiency. As

carbon emission is a function of energy consumption and carbon

intensity of the grid, we further combine intensity variations across

edge data center locations and energy efficiency differences across

diverse edge servers to save carbon emissions at the edge. As a

result, CarbonEdge reduces edge carbon emissions by placing edge

applications on energy-efficient edge servers with a sustainable

energy supply, respecting the low-latency and resource demands.

Moreover, CarbonEdge manages the power states of edge servers

to reduce emissions from idle servers.

Figure 6 shows an overview of our system. The telemetry and

carbon intensity services continuously collect system metrics, en-

ergy consumption, and the electricity carbon intensity of edge

data centers. In addition, the carbon intensity service periodically

predicts the carbon intensity of all data centers (step 0 ). When

edge workloads arrive, which can be applications offloaded from

resource-limited IoT or mobile devices or applications to be rede-

ployed when an edge server fails (step 1 ), the placement service

instantly decides where to allocate the workloads using a carbon-

aware placement policy (step 2 ). Once the placement decisions are

made, the edge orchestrator deploys the applications accordingly

(step 3 ) and establishes the connections to end users (step 4 ).

4.2 Carbon-aware Edge Placement
The section presents the carbon-aware placement with latency con-

straints problem. and our proposed policy used in CarbonEdge. Our
carbon-aware policy minimizes the carbon footprint of edge data



HPDC ’25, July 20–23, 2025, Notre Dame, IN, USA Wu et al.

Table 2: Notations used in CarbonEdge.

Decision variables:
𝑥𝑖 𝑗 True if application 𝑖 is placed on server 𝑗 ; False otherwise.

𝑦 𝑗 True if server 𝑗 is powered-on; False otherwise.
Inputs:
𝐶𝑘
𝑗

Available capacity in server 𝑗 of type 𝑘

𝐼 𝑗 Average carbon intensity of server 𝑗

𝐵 𝑗 Base power usage of server 𝑗 when it is powered-on
𝑦𝑐𝑢𝑟𝑟
𝑗

Power state (on or off) of server 𝑗 before placement optimization

𝑅𝑘
𝑖 𝑗

Resource demand of type 𝑘 of application 𝑖 when running on server 𝑗

𝐸𝑖 𝑗 Energy usage of application 𝑖 when running on server 𝑗

𝐿𝑖 𝑗 Latency between application 𝑖 and server 𝑗

ℓ𝑖 Latency requirement of application 𝑖

Optimization goal:
𝑓 Total carbon footprint of edge placement

centers using an incremental optimization-driven approach. Our

approach holistically integrates three factors: 1) carbon intensity

variations of mesoscale edge data centers, 2) workload and diversity

in energy efficiency across heterogeneous edge servers, and 3) base

power usage and power proportionality of servers.

Incremental carbon-aware placement. Our carbon-aware place-
ment problem aims to minimize carbon emissions from incremen-

tally placing arriving edge applications across edge data centers

while meeting strict latency requirements. Given the current power

state of the servers𝑦𝑐𝑢𝑟𝑟
𝑗

: 𝑗 ∈ S and available resource capacity𝐶𝑘
𝑗
,

our objective is to place a batch of applicationsA onS. First, we de-
fine two decision variables that represent the placement and power

management decisions, and then define the carbon emissions asso-

ciated with the placements based on these two variables. Finally, we

present the carbon-aware placement problem formulation. Table 2

summarizes the notations.

Decision variables: Let 𝑥𝑖 𝑗 ∈ {0, 1} the placement of application

𝑖 ∈ A on server 𝑗 ∈ S, and 𝑦 𝑗 ∈ {0, 1} indicate whether server 𝑗
is powered on. These variables are subject to the following four

constraint classes.

1) Multi-dimensional resource constraint: Edge servers are typically
computing, storage, and networking resource-limited and are di-

verse in capacity and resource types. We define 𝐶𝑘
𝑗
represents the

available capacity of type 𝑘 on server 𝑗 . When application 𝑖 runs

the server 𝑗 , its resource demands are 𝑅𝑘
𝑖 𝑗
. To ensure the applica-

tion performance, the aggregated resource demands of applications

allocated to a server must not exceed its available resources.∑︁
𝑖

𝑥𝑖 𝑗 · 𝑅𝑘
𝑖 𝑗 ≤ 𝑦 𝑗 · 𝐶𝑘

𝑗 , ∀ 𝑗, 𝑘 (1)

2) Latency constraint: Each application 𝑖 comes from a certain ge-

olocation and has a specific latency limit 𝐿𝑖 . The latency from the

application’s source to the hosting server 𝐿𝑖 𝑗 must remain below

this limit.

𝑥𝑖 𝑗 · 𝐿𝑖 𝑗 ≤ ℓ𝑖 , ∀𝑖, 𝑗 (2)

3) Placement constraint: Each application 𝑖 is assigned to exactly

one server. ∑︁
𝑗

𝑥𝑖 𝑗 = 1, ∀𝑖 (3)

4) Power state consistency: An active server cannot be powered off

during placement (e.g., to avoid service disruption):

𝑦𝑐𝑢𝑟𝑟𝑗 ≤ 𝑦 𝑗 , ∀ 𝑗 (4)

Algorithm 1 CarbonEdge Incremental Placement Algorithm

Input: Arriving applications A, Servers S, Latency requirements ℓ , Resource demands R, and
Energy consumption E
Output: Placement (x) and Power (y) decisions.
1: Initialize latency matrix L← ∅
2: for each application 𝑎𝑖 ∈ A do
3: for each server 𝑠 𝑗 ∈ S do
4: L𝑖 𝑗 ← CalculateLatency(𝑎𝑖 , 𝑠 𝑗 ) ⊲ Get application-server latency

5: end for
6: end for
7: S′, L′ ← FilterFeasibleServers(A, S, L, ℓ ) ⊲ Select servers satisfying latency limits

8: C, 𝐵, 𝐼 , y𝑐𝑢𝑟𝑟 ← GetServerStates(S′ ) ⊲ Available capacities C, base power 𝐵, mean

carbon intensity 𝐼 , current power states y𝑐𝑢𝑟𝑟

9: x, y← SolveOptimization(A, S′, ℓ,R, E,C, 𝐵, 𝐼 , y𝑐𝑢𝑟𝑟 , L′ ) ⊲ Solve Equation 7

10: C′ ← UpdateServerStates(x, y, C) ⊲ Update servers capacity
11: return x, y

where 𝑦𝑐𝑢𝑟𝑟
𝑗

is the current power state. Additionally, assignments

require active servers:

𝑥𝑖 𝑗 ≤ 𝑦 𝑗 , ∀𝑖, 𝑗 (5)

Carbon emissions: Carbon emissions from edge placement are from

two main sources: application operation and server activation. Ap-

plication operational emissions depend on the energy consumption

of applications and the carbon intensity of hosting servers, given

by

∑
𝑖

∑
𝑗 𝑥𝑖 𝑗 · 𝐸𝑖 𝑗 · 𝐼 𝑗 , where 𝐸𝑖 𝑗 is the energy consumption of ap-

plication 𝑖 on server 𝑗 , and 𝐼 𝑗 is the average carbon intensity of

the hosting server 𝑗 . Note that carbon intensity varies over time

depending on the mix of energy sources available in that area. 𝐼 𝑗
represents the average of the forecast carbon intensity values of

server 𝑗 . Server activation emissions depend on the base power 𝐵 𝑗

and the carbon intensity 𝐼 𝑗 , represented as

∑
𝑗 (𝑦 𝑗 − 𝑦𝑐𝑢𝑟𝑟𝑗

) · 𝐵 𝑗 · 𝐼 𝑗 ,
where (𝑦 𝑗 −𝑦𝑐𝑢𝑟𝑟𝑗

) represents the newly activated server. The total

carbon emissions for placing applications are:

𝑓 =
∑︁
𝑖

∑︁
𝑗

𝑥𝑖 𝑗 · 𝐸𝑖 𝑗 · 𝐼 𝑗︸                   ︷︷                   ︸
Application operation

+
∑︁
𝑗

(𝑦 𝑗 − 𝑦𝑐𝑢𝑟𝑟𝑗 ) · 𝐵 𝑗 · 𝐼 𝑗︸                           ︷︷                           ︸
Server activation

(6)

Problem formulation: The carbon-aware placement policy identifies

the optimal placement 𝑥∗
𝑖 𝑗
and power management 𝑦∗

𝑗
solutions to

minimize carbon emissions at the edge while meeting the latency

and resource constraints. The problem is formulated as follows:

min

𝑥∗
𝑖 𝑗
,𝑦∗

𝑗

𝑓 s.t. Constraints 1-5 hold. (7)

Extensions. The above formulation focuses on reducing carbon

emissions as a primary goal while considering edge latency as a

constraint. Alternatively, a multi-objective optimization can be em-

ployed to minimize both carbon emissions and latency. Additionally,

other objectives like energy usage can also be optimized alongside

carbon in a similar fashion. In Section 6.4, we demonstrate the bene-

fits of such a multi-objective optimization strategy, which navigates

the trade-offs between carbon emissions and energy usage in edge

computing.

4.3 CarbonEdge Placement Algorithm
Our placement algorithm assumes that latency-sensitive edge appli-

cations may arrive unpredictably and need to be placed onto edge

data centers in a carbon-aware manner. To achieve this, CarbonEdge
employs an incremental placement strategy, executing the algo-

rithm periodically to process newly arriving applications as a batch,
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to ensure carbon-efficient placement without global recomputation,

as shown in Algorithm 1.

The algorithm places a set of arriving applications A (with la-

tency requirements ℓ , resource demands R, and energy profiles E)
across edge servers S in mesoscale data centers. First, it computes

application-server latency L and prunes (i.e., filters out) servers

exceeding latency constraints, retaining only feasible candidates

S′ ∈ S (line 1-8). Next, it retrieves server telemetry (available ca-

pacity C, base power 𝐵, current power state𝑦𝑐𝑢𝑟𝑟 ) and mean carbon

intensity 𝐼 (line 9). Then, it solves the optimization in Equation 7

using the latency-compliant server set S′ to ensure traceability.

Placing incoming applications in small batches in real-time can be

done efficiently—our result in Section 6.5 shows that incremental

placement of a batch of 50 newly arriving applications across 400

servers completes in 3 seconds (line 10). Finally, CarbonEdge com-

mits the resource allocation and power state transition, updating

server states for the next iteration (line 11).

5 CARBONEDGE IMPLEMENTATION
This section describes the implementation of CarbonEdge (See Fig-
ure 6) on top of Sinfonia [35], a Kubernetes based open-source

orchestrator for edge-native applications. Our implementation adds

∼4k SLOC to the Sinfonia system and is available as open source at

https://github.com/umassos/CarbonEdge.

5.1 CarbonEdge Prototype
Our CarbonEdge consists of the following components that we

added to Sinfonia.

Telemetry Service: Our telemetry service is integrated into Sinfo-

nia’s telemetry, where it collects static (e.g., location and IP address)

attributes and real-time (e.g., utilization) metrics. Real-time metrics

are collected based on the Prometheus monitoring stack[31]. We

augment Sinfonia’s monitoring with the following metrics:

(1) Power Monitoring: We measure the power consumption of

CPU servers using RAPL [8], and we leveraged Prometheus’s

DGCM exporter for GPUs [28].

(2) Carbon Intensity: We integrate a carbon intensity service that

replays historical traces from Electricity Maps [26] and uses the

traces to provide real-time and forecast carbon intensity.

(3) Carbon Monitoring: We implement carbon monitoring based

on energy usage and the carbon intensity of the selected edge

sites, where we account for the base power (if the server is

turned on) and applications’ energy usage.

(4) End-to-end latency: In addition to latency across sites, we

recorded end-to-end latency between users and their deployed

applications.

Profiling Service: We implement an application profiling service

that collects the application’s performance metrics, such as latency,

power consumption, resource demands, and other crucial infor-

mation, to make accurate placement decisions across available re-

sources. Our profiling service can be replaced with performance

models that statically analyze the applications and predict the la-

tency and energy consumption [5, 30].

Placement Service: Lastly, we implement our placement policy

(Algorithm 1) on Sinfonia as a matching policy. The placement

policy utilizes the system’s real-time metrics, static attributes of
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Figure 7: Energy consumption, memory usage, and inference
time of ML workloads across devices.

different edge sites, and workload profiles to determine optimal

placements and server activation. Our implementation batches de-

ployment requests (e.g., every 5 minutes) and solves the optimiza-

tion problem per application batch using the Google OR-Tools [29].

We demonstrate the effectiveness of our approach in Section 6.5.

After computing the placement decisions, we utilize Sinfonia’s

orchestration capabilities to initiate the deployment sequence (Sin-

fonia RECIPE), which contains the necessary Kubernetes deploy-

ment files and helm charts, to the destination servers or activate

servers if necessary, and inform the client(s) of the destination’s

address. Note that although Sinfonia and our system are packed

with fault-tolerance and reconfiguration capabilities, evaluating

them is beyond the scope of this paper.

5.2 CarbonEdge Edge Simulator
In addition to the prototype of CarbonEdge, we developed a simula-

tor for larger-scale evaluations that is not feasible using an edge

testbed. Our simulator supports simulating diverse edge settings

with dynamic workloads and heterogeneous servers. This simula-

tor represents the components of Sinfonia and follows the same

decision process and metrics, where we implement our proposed

carbon-aware placement policy and other baseline policies using

Google OR-Tools [29]. The CarbonEdge simulator is implemented

in Python using ∼2k SLOC.

6 EVALUATION
In this section, we evaluate the performance of CarbonEdge using
real experiments and large-scale simulations. We start with evalu-

ating CarbonEdge in mesoscale edge deployments, showcasing its

efficiency in reducing carbon emissions on a regional scale. Next,

we extend our analysis to continental-scale edge data centers (e.g.,

a Content Delivery Network, CDN), highlighting that the bene-

fits of saving carbon emissions with granular carbon intensity are

commonplace. In doing so, we address the following questions:

(1) What are the potential carbon savings of spatial shifting for an
edge provider with multiple regional edge data center locations?

(2) How can a CDN exploit mesoscale variations for carbon-aware
edge hosting across a large network of edge locations? How do
latency limits affect potential carbon savings?

(3) How do seasonal variations, demand, and capacity affect carbon
savings and placement decisions?

(4) How does the heterogeneity in edge resources impact savings?
What are the carbon-energy trade-offs in these settings?

Next, we detail our real-world datasets, experimental settings,

baselines, and evaluation metrics.
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6.1 Experimental Methodology
6.1.1 Real World Traces.
This section describes our real-world traces and how we combined

them in our evaluations.

Carbon Intensity Traces.We utilize the carbon intensity traces

for 2023 from Electricity Maps [26]. The trace contains the hourly

carbon intensity, measured in g·CO2eq/kWh, for 148 carbon zones

worldwide, including 54 and 45 in the US and Europe, respectively.

Electricity Maps define each zone according to the structure of the

regional electricity grid. For example, the results show that the area

of carbon zones can be as small as 123.73 𝑘𝑚2
(Tallahassee, Florida).

Latency Traces. To incorporate realistic network latencies be-

tween edge data centers. We used the round-trip latency traces

from WonderNetwork [32], which provides ping times (in millisec-

onds) between 246 major cities worldwide. The data covers 64 cities

in the US and 64 cities in Europe. Each city is associated with lon-

gitude and latitude coordinates. The data highlights that in the US,

latency can range from 0.93 ms to 184.67 ms, with an average of

43.17 ms, while in Europe, it ranges from 1.12 ms to 156.74 ms, with

an average of 36.94 ms.

Edge Workloads. We utilize two types of compute-intensive edge

workloads: a CPU-based edge application that emulates edge sensor

data processing and a GPU-based model-serving application that

emulates edge AI inference. The CPU-based application is imple-

mented using Python and numpy v1.26, while the model-serving

application uses TensorRTv10.2 and CUDA 12.1. Figure 7 depicts the

three selectedmodels that cover different tasks and resource require-

ments: EfficientNetB0 [40], ResNet50 [17], and YOLOv4 [4]. Fig-

ure 7a highlights the diversity of our workloads, where energy

consumption can reach 45× across models in the same device, and

2× across devices for the same model. Similarly, Figure 7b shows

that memory also differs across models and devices. We evaluate

the effect of heterogeneity in Section 6.3.5. Unless mentioned oth-

erwise, we assume a round-trip network latency constraint of 20

ms (∼500km) in our experiments.

Edge Data Centers. To emulate real-world edge deployment, we

utilize Akamai CDN traces, which include the location of edge data

centers globally identifiable by their coordinates.

Integrating Traces. Since the availability of granular data differs

between traces, we integrate the traces using the following steps:

(1) We map each data center in the Akamai trace to its correspond-

ing carbon intensity zone using its coordinates.

(2) We compute the cross-data center latency by mapping each

data center to the nearest city. We assume that users exhibit the

same latency as their original edge data center.

(3) We limit our evaluations to Akamai CDN edge data centers

where the carbon intensity and latency traces are available.

(4) In the case of multiple data centers in the same city, we combine

them into a single data center.

6.1.2 Experimental Setup
We evaluate our CarbonEdge under two deployment scenarios:

Mesoscale Regional Edge Deployment. We first evaluate the

performance of CarbonEdge in mesoscale edge deployments. In

our experiments, we use eleven servers to emulate a mesoscale

edge network, which comprises five edge data centers distributed
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Figure 8: Carbon intensity and emissions across edge data
centers in Florida.

across five cities. Each data center is represented by a server and

associated with an end device, also represented by a server, for

issuing application placement and service requests. CarbonEdge
operates on a separate server to prevent any interference. The

eleven servers are Dell PowerEdge R630, each equipped with a 40-

core Xeon E5-2660v3 CPU, 256GB of memory, and a 1Gb/s network

connection. Additionally, each edge server contains an NVIDIA

A2 GPU that has 1280 CUDA cores, 16GB of memory, and 60W of

maximum power consumption, enabling us to evaluate CarbonEdge
on a GPU cluster. Lastly, we used a workload generator based on

Locust
2
and used the Linux traffic control tool (𝑡𝑐3) to emulate

network latency across edge data centers.

Continental-scale CDN Edge Deployment. In addition to

mesoscale evaluations, we show how mesoscale variations can help

decarbonize CDN edge deployment that spans an entire continent

(e.g., Akamai CDN and AWS Local Zones). In this case, we utilize

trace-driven simulations to evaluate the year-long global behavior

of the CDN across the US and Europe. In Section 6.3.5, we show the

impact of heterogeneity across data centers, where we profiled the

ML workloads mentioned above on NVIDIA A2 (1280 CUDA cores,

16GB memory, 60W), NVIDIA Jetson Nano (1024 CUDA cores, 8GB

memory, and 15W ), and NVIDIA GTX 1080 (2560 CUDA cores,

8GB memory, 180W).

6.1.3 Baselines
We evaluate CarbonEdge against multiple baselines.

(1) Latency-aware: This policy allocates workloads to the nearest

edge data centers to minimize latency overhead, a strategy

commonly employed in edge computing [42].

(2) Energy-aware: This policy distributes workloads to energy-

efficient edge data centers to decrease energy consumption [12,

22]. We implemented this policy by minimizing energy usage

while adhering to latency and resource constraints.

(3) Intensity-aware: This policy greedily assigns workloads to

the greenest edge data centers with the lowest carbon intensity

values while respecting the latency and resource constraints.

6.1.4 Evaluation Metrics
We evaluate CarbonEdge with three key metrics: Carbon Emis-

sions, Response Time, and Energy Consumption, where we re-

port absolute values as well as carbon savings (%), round-trip la-

tency increases (ms), and energy consumption compared to the

Latency-aware baseline.

2
Locust: https://locust.io/

3
https://man7.org/linux/man-pages/man8/tc.8.html

https://locust.io/
https://man7.org/linux/man-pages/man8/tc.8.html
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Figure 9: End-to-end response times of applications across
edge data centers in Florida.

6.2 Mesoscale Evaluation
We start by evaluating the performance of the CarbonEdge proto-
type for two regional deployments (in Florida and Central Europe)

over a 24-hour period. We compare the performance of CarbonEdge
to the Latency-aware baseline. Figure 8 illustrates the carbon in-

tensity and emissions of the CPU-based application across five

zones within the Florida region. As explained in Section 3, zones

in Florida exhibit high variations (see Figure 8a). Figure 8b shows

the carbon emissions of the Latency-aware policy, which highly

resemble each zone’s carbon intensity in Figure 8a. In contrast,

Figure 8c shows how CarbonEdge places all applications in the

greenest zone (Miami), resulting in an equivalent 20-23 g·CO2eq of

emissions for all applications. Figure 9 lists how the response time

changes between Latency-aware and CarbonEdge across different
data centers. As expected, increases in response time are limited

due to the proximity of different data centers, where the response

time increases are <10.1 ms, with an average increase of 6.61 ms.

Figure 10 depicts the aggregate emissions and latency over-

heads across regions for the CPU-based and GPU-based applica-

tions (ResNet50). As shown in Figure 10a, carbon emissions vary

significantly across regions and applications. For instance, in Cen-

tral Europe, total carbon emissions are reduced by up to 2.6× and

10.3× for the Latency-aware and CarbonEdge policy compared to

those in Florida, where total emission is a function of the average

carbon intensity, as highlighted in earlier research [16]. The fig-

ure also highlights how power consumption impacts total carbon

emissions. For instance, the GPU-based application emits 54.7%

less carbon, which is proportional to the differences in power con-

sumption between the CPU-based application and the GPU-based

application. However, since the proposed system implements the

same placement decisions apart from the application requirements,

the carbon savings and latency increases remain consistent. Overall,

CarbonEdge lowers carbon emissions by 39.4% in Florida and 78.7%

in Central EU. Meanwhile, response time increased by 6.6 ms for

Florida and 10.5 ms for Central EU (shown in Figure 10b).

Key Takeaways. In mesoscale edge settings, CarbonEdge can highly
optimize the carbon emissions resulting in 39.4% and 78.7% carbon
savings for Florida and Central EU, respectively.

6.3 Mesoscale Evaluation for a CDN
In this section, we evaluate CarbonEdge for deploying edge applica-
tions in a continental scale CDN using a year-long simulation. We

focus our evaluation on US and European CDN edge data centers

only since fine-granular carbon intensity information for other

continents was unavailable. In a CDN, edge applications arrive at

edge data centers over time. Each edge application comes from a
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Figure 11: Carbon savings, latency increases, load distribu-
tion in the US and Europe.

specific zone, and its placement is limited to a subset of edge data

centers within a certain radius (or latency) of that site.

6.3.1 Year-long Performance Evaluation
Figure 11 presents the year-long performance of CarbonEdge in
terms of carbon savings and latency overheads when considering a

latency limit of 20 ms (∼500 km). As shown, CarbonEdge reduces
carbon emissions by 49.5% in the US and 67.8% in Europe. Mean-

while, the average latency increases by 10.8 ms in the US and 10.5

ms in Europe. We note that Europe experiences higher carbon sav-

ings as the European data centers reside in greener zones, and

the carbon intensity variations across these data centers are larger

than those in the US. In addition, Figure 11c illustrates the work-

load shifting with Latency-aware and CarbonEdge in the US and

Europe. The results highlight that CarbonEdge shifts workloads
toward low-carbon edge locations. For instance, compared to the

Latency-aware baselines, CarbonEdge increases application exe-

cution at 200g·CO2eq by 40% and 33.9% for the US and Europe,

respectively. Moreover, the figure highlights examples where edge

data centers do not have any of their load shifted as they are far

away from other greener regions. For instance, in the US, the edge

data center in Salt Lake City, Utah, does not offload any of its load.

Key Takeaways. By shifting the demand towards low carbon zones,
CarbonEdge decreases carbon emissions by 49.5% and 67.8% for the
US and Europe, respectively, while increasing the round-trip latency
by less than 11 ms.

6.3.2 Impact of Latency Tolerance
Carbon savings are a function of placement flexibility, where ap-

plications with no latency requirements can be placed in locations

with zero carbon intensity [38]. However, in practice, edge applica-

tions have tight latency requirements. Figure 12 depicts the carbon

savings and latency overheads across different round-trip latency

limits in the US and Europe. As shown in Figure 12a, allowing a
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Figure 12: Effect of latency tolerance on carbon savings and
latency increases.

round-trip latency tolerance of 10 ms can yield 28% and 44.8% car-

bon savings in the US and Europe, respectively, while raising the

latency limit to 20 ms can increase these carbon savings by 23% and

23.4%. These increasing carbon savings come from placing more

workload in greener regions that meet the latency limits. Moreover,

the figure emphasizes that increasing latency limits leads to dimin-

ishing returns. For example, in Europe, increasing the latency limit

from 5 ms to 10 ms increases savings by 43.8%, whereas increasing

the limit from 25 ms to 30 ms only yields an extra 4% savings. Fig-

ure 12b shows that performance overheads increase linearly with

rising latency limits. Importantly, the results indicate that the bene-

fits consistently outweigh the overheads. For instance, the figure

demonstrates that the CarbonEdge reduces carbon emissions by

74.7% while incurring only a 17.2 ms increase in round-trip latency.

Key Takeaways. For a 10 ms increase in latency, CarbonEdge derives
28% and 44.8% carbon savings in the US and Europe, respectively.
Notably, the results demonstrate that the benefits constantly outweigh
the overheads, where CarbonEdge reduces carbon emissions by 74.7%
while incurring only a 17.2 ms increase in round-trip latency.

6.3.3 Impact of Seasonality
To better understand the effect of seasonality on spatial deci-

sions, Figure 13 illustrates the fluctuations in carbon savings and

latency increases over 12 months in the US and Europe. Figure 13a

shows that carbon savings in the US exhibit minimal changes, with

a maximum difference of 3.3% in carbon savings (i.e., between July

and April). In contrast, carbon savings vary significantly in Europe,

resulting in a 9.9% difference between February and June. Further-

more, Figure 13b indicates that latency overheads see only slight

changes, with only 1.2 ms differences in both the US and Europe.

Figure 13c and Figure 13d further detail how seasonal variations

in carbon intensity impact placement decisions in CarbonEdge,
demonstrating the need for migrating long-running applications

across regions. As shown in Figure 13c, the changes in carbon in-

tensity vary significantly between locations. For example, Zagreb,

HR exhibits a 102 g·CO2eq/kWh difference between April and May,

whereas Oslo, NO only sees a 2.4 g·CO2eq/kWh change. Reflect-

ing these changes in carbon intensity, the number of applications

assigned to these data centers fluctuates greatly. As indicated in

Figure 13d, the number of applications assigned to Paris varies by

1.3× between July and August, while in Oslo, it changes by 3× be-

tween December and November. Additionally, the figure indicates

that variations in demand might be reflected in the carbon intensity

of nearby areas rather than in the region itself. For example, Oslo,

which exhibits the most significant fluctuation in application assign-

ments, demonstrates little change in carbon intensity. Conversely,

Vienna, with the largest shifts in carbon intensity, sees only minor

changes in the volume of assigned applications.

Key Takeaways. The seasons’ changes in carbon intensity highly
affect the carbon savings that change by up to 10% across months. The
intertwined relations between regions change across seasons, resulting
in up to 3× change in resource allocation.

6.3.4 Impact of Demand and Capacity
Carbon savings from edge placements are affected by regional de-

mand and resource capacity. This section evaluates the impact of

demand and capacity using population data as a proxy for such

differences. Our intuition behind this is that locations with high

populations typically have high demand. Similarly, edge providers

tend to increase their capacities near them. Figure 14 demonstrates

the impact of demand and capacity variations on carbon savings.

The demand represents the case where the workload across data

centers is proportional to the population across cities, while keeping

the capacity fixed, while the capacity scenario changes the capacity

distribution according to the population density, while keeping

the demand fixed. Lastly, for reference, we add the homogeneous

scenario (labeled as Homo), where the demand and capacity are

constant across data centers. As shown, in the US, changes in de-

mand and capacity can limit the flexibility to do spatial shifting and

decrease carbon savings. For instance, changes in capacity per the

population reduce carbon emissions by 6%. This is because high

carbon intensity locations (e.g., FL) have no nearby green regions

to shit workloads. In contrast, in Europe, the population is more

evenly distributed within the data centers we utilize, where carbon

savings changes are <1.6% and latency changes by <0.6 ms.

Key Takeaways. Changes in demand and capacity can impact carbon
savings based on the carbon intensity of their origin.

6.3.5 Impact of Heterogeneity
Heterogeneity is an inherent property of edge computing that ap-

pears in applications and systems [43]. In this section, we evaluate

the performance of CarbonEdge with diverse edge applications

and heterogeneous edge servers and compare it to three baselines:

Latency-aware, Energy-aware, and Intensity-aware.
Figure 15 illustrates the carbon emissions and energy consump-

tion of a mix of applications, including EfficientNetB0, ResNet50,

and YOLOv4, across three different resources (Orion Nano, A2,

and GTX 1080) and a mix of them (labeled as Hetero.). Figure 15a

shows Energy-aware, Intensity-aware, and CarbonEdge can re-

duce carbon emissions compared to Latency-aware. The figure

highlights the energy efficiency of different hardware, showing that

serving the same load using Orion Nano uses 95.6% less energy

than GTX 1080. However, CarbonEdge achieves 53% and 62% car-

bon reductions for Orion Nano and GTX 1080, respectively. This is

because, although the GTX 1080 has higher energy consumption,

its low inference time (see Figure 7c) can enlarge the potential of

spatial shifting, allowing requests to be offloaded to low-carbon

locations. Importantly, when considering heterogeneous resources,

CarbonEdge can further reduce carbon emissions by interplaying

the differences in energy efficiency, carbon intensity, and process-

ing speed, decreasing carbon emissions by 98.4%, 79%, and 63%

reductions compared to the Latency-aware, Intensity-aware,
and Energy-aware baselines, respectively. Figure 15b highlights



CarbonEdge Wu et al.

Mar Jun Sep
0

175

350

C
ar

bo
n 

In
te

ns
ity

 
 (g

C
O

2e
q/

K
W

h)

Paris, FR Oslo, NO Vienna, AT Zagreb, HR

Mar Jun Sep
0

20

40

60

80

C
ar

bo
n 

Sa
vi

ng
 (%

)

US
Europe

(a) Carbon Savings

Mar Jun Sep
0

5

10

15

In
cr

ea
se

d 
L

at
en

cy
 (m

s)

US
Europe

(b) Latency Increases

Mar Jun Sep
0

175

350

C
ar

bo
n 

In
te

ns
ity

 
 (g

C
O

2e
q/

K
W

h)

(c) Carbon Intensity

Mar Jun Sep
0

20

40

60

80

# 
A

pp

(d) Placements

Figure 13: Effect of seasonality on carbon savings and latency overhead across the US and Europe.
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Figure 15: Carbon emissions and energy consumption across
workloads on heterogeneous resources.

the carbon-energy trade-off, where carbon-aware placement in-

creases the total energy consumption. Compared to the energy-

aware placement, Intensity-aware and CarbonEdge can use 12×
and 5.5× more energy.

Key Takeaways. By interplaying the differences in energy efficiency,
carbon intensity, and processing speed, CarbonEdge can reduce carbon
emissions by 98%, 79%, and 63% compared to the Latency-aware,
Intensity-aware, and Energy-aware baselines, respectively.

6.4 Navigating the Carbon-Energy Trade-off
Despite the importance of carbon emissions from edge computing,

it is crucial not to ignore the trade-off between lowering carbon

emissions and energy consumption, as energy typically incurs a

monetary cost. To understand the breadth of the carbon-energy

trade-off, we augment the optimization objective in Equation 7 as

follows:

min

𝑥∗
𝑖 𝑗
,𝑦∗

𝑗

𝛼 · 𝑝 + (1 − 𝛼 ) · 𝑓 (8)

where 𝑝 is the total energy consumption, 𝑓 is the total carbon

footprint and 𝛼 is a weighting factor, where 𝛼 = 0 results in the

vanilla CarbonEdge policy, while 𝛼 = 1 is the Energy-aware policy.
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Figure 16: CarbonEdge with carbon-energy trade-offs.
Note that to navigate the trade-off seamlessly, we normalize the

carbon intensity and energy consumption between [0, 1] using
min-max normalization.

Figure 16 depicts how changing 𝛼 can affect carbon emissions

and energy consumption within two scenarios: low and high re-

source utilization. As shown, as the utilization increases, the mag-

nitude of carbon emissions and energy highly increases, where

carbon emissions and energy consumption increase by 15.5× and
20× from the low to the high utilization scenarios. Moreover, in

both cases, CarbonEdge significantly reduces carbon emissions,

where it reduces carbon emissions by 98.4% and 90.5% for the low

and high utilization compared to the Latency-aware, respectively.
Nonetheless, in both cases, carbon-efficient placement (𝛼 = 0)

increases energy consumption compared to energy-efficient place-

ment (𝛼 = 1) by 9.1× and 1.84× for the low and high utilization

scenarios, respectively. Lastly, the figure highlights that, in both

cases, a balance point exists where carbon reductions come at a

lower energy cost. For instance, in the low utilization scenario (Fig-

ure 16a), using 𝛼 = 0.1 allows CarbonEdge to retain 97.5% of its

carbon savings while decreasing energy consumption by 67%. In

contrast, in the high utilization scenario ( Figure 16b), the trade-off

is more prominent, where using 𝛼 = 0.5 allows CarbonEdge to

retain 83.7% of its carbon savings while increasing energy by 15%.

Key Takeaways. The inherent carbon-energy trade-off is pronounced
in heterogeneous edge settings. By augmenting the objective function
with energy-awareness, CarbonEdge can maintain 97.5% of its carbon
savings while decreasing energy consumption by 67%.

6.5 System Overhead
We evaluate the runtime performance of CarbonEdge in the

mesoscale regional edge deployments. When a workload arrives,

CarbonEdge requires approximately 3.3𝑚𝑠 to determine the place-

ment and 1.01 𝑠 to initiate the application deployment. We fur-

ther analyze the overhead of our incremental placement algorithm,
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Figure 17: Scalability of CarbonEdge to input parameters.

which directly affects system performance. Figure 17 shows how

the runtime and memory usage of our algorithm scale with two

key parameters: the number of servers and the number of applica-

tions. By isolating these parameters (varying one while fixing the

other), we demonstrate that our incremental placement algorithm

scales efficiently to 400 servers and 140 applications, completing

computations within 3 seconds while consuming less than 200 MB

of memory.

7 DISCUSSION
We have shown the potential of mesoscale carbon intensity infor-

mation in decarbonizing edge computing. In this section, we reflect

on the adoption of CarbonEdge for futuristic edge infrastructures
and the limitations.

Adopting CarbonEdge. Although the carbon intensity in many

mesoscale regions is still opaque, we have shown that mesoscale

spatial shifting can effectively reduce carbon emissions. In addition,

the advances in carbon accounting and the continuing adoption of

local renewable energy will enable fine-grained carbon information

at a regional and even at the edge data center level. In this case,

as highlighted in earlier research [2, 13, 44], carbon-aware spatial

shifting becomes more crucial in the decarbonization of computing.

Limitations. Currently, CarbonEdge does not automatically rede-

ploy applications to adapt to dynamic workloads and changes in

carbon intensity, ensuring low computational overhead and service

continuity. Additionally, while carbon-aware spatial shifting has po-

tential and applicability for edge applications, our evaluations were

limited to edge data centers with available data from the Akamai

CDN traces and the WonderNetwork traces[32].

Holistic Emissions Reduction. In this paper, we only focused on

the operational emissions of edge workloads from energy consump-

tion, while the embodied emissions from manufacturing servers is

beyond the scope of this paper[10, 14, 15, 20]. Nonetheless, we note

that CarbonEdge does not require increases in the number of servers,

and earlier research has shown how spatial shifting can help extend

the hardware lifespan, amortizing its embodied emissions [24, 39].

8 RELATEDWORK
Researchers have analyzed the potential of spatial shifting for batch

workloads [9, 23, 38, 44]. For instance, [9] have shown how spatial

shifting can reduce the carbon emissions of machine learning train-

ing workloads, while in [44], researchers have analyzed how spatial

shifting can utilize curtailed energy, which increases the utility

of renewable energy. In addition to batch workloads, researchers

have shown how interactive workloads can benefit from spatial

shifting [7, 11, 13, 21, 25, 27, 37, 38]. For instance, in [37, 38], the

authors demonstrated that spatial shifting across geographically

dispersed cloud data centers can reduce the carbon emissions of

web requests. Moreover, [21] analyzed how spatial shifting can be

used for machine learning inference, where the authors showed

how combining spatial shifting with model selection can reduce

carbon emissions further. In this paper, we underscore the potential

of geospatial workload shifting across mesoscale edge data centers,

where the benefits of carbon savings outweigh the cost of latency in-

creases. Moreover, we propose a carbon-aware framework for opti-

mizing edge application placements to reduce emissions at the edge.

Lastly, many researchers have highlighted many prevalent trade-

offs in carbon-aware optimizations to include carbon-performance

trade-offs [37, 41], carbon-energy trade-offs [15, 19, 21], carbon-

accuracy[21], carbon-cost trade-offs [11, 27]. This paper considers

the carbon-performance and carbon-energy trade-offs that are more

prevalent in edge computing.

9 CONCLUSION
In this paper, we analyzed fine-grained carbon intensity traces at

intermediate “mesoscales,” such as within a single U.S. state or

neighboring countries in Europe, and showed that intelligently

distributing workload at these mesoscales can reduce carbon with-

out violating latency SLOs. To build upon this observation, we

presented CarbonEdge, a carbon-aware placement framework for

edge applications, which optimizes workload placement and power

management decisions across edge data centers within a mesoscale

region to minimize carbon emissions while satisfying latency SLOs.

Our evaluation highlights that our CarbonEdge can exploit the

mesoscale carbon intensity variations and present carbon savings

that outweigh the latency overhead. Current work does not con-

sider the cost of data movement across edge locations. In future

work, we will enhance CarbonEdge to consider the data movement

cost, such as latency and the carbon emissions associated with

storage and transfer.
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