
CMPSCI 677: Distributed Operating Systems
Final Exam

May 22, 2008

General instructions:

• Please typeset your solutions if possible. If you hand-write your solutions, please be legible.

• This exam is due in 24 hours. You can email your solutions in pdf or plain text format (no Word docu-
ments please) or drop off a hard-copy in my office.

• Do not forget to put down your name and student number on the exam books.

• If your answer depends on any specific assumptions, please state them clearly.

• This is an open book, open notes exam.You shall not seek help from or discuss the exam with ANY
human. If you do, you will be awarded a zero for the exam and will be given a grade of “F” for the
course.Send me email if you need a clarification on any question.

• Explain your answers clearly and be concise.Do not write long essays.

• All solutions, even if they are based on a reference, should be your own, i.e., paraphrased and not taken
verbatim from the source. Cite all references clearly whether they are research papers or Internet sources.

• Good luck.

1. Short answer questions (34 points)
Answer the following questions in brief.

(a) (6 pts) Assume that Alice wants to send a messagem to Bob. Instead of encryptingm with Bob’s
public key, she generates a session keyK and then sends{K(m), PublicKeybob(K)}. Explain
why this scheme is generally better than sendingPublicKeybob(m).

(b) (6 pts) Give an example where CORBA’s dynamic invocation mechanism is useful.

(c) (6 pts) Explain briefly why message logging allows a distributed application to take infrequent
checkpoints and yet recover quickly from a crash.

(d) (6 pts) Consider a wireless sensor network where nodes are battery-powered. Nodes are duty-cycled
(turned on and off periodically) to conserve battery power. Explain why a clock synconization
technique such as the Berkely algorithm is necessary for communication in such a duty-cycled
network.

(e) (6 pts) Consider the ring-based leader election algorithm with 5 processes numbered 1 through 5.
Assume that process 5 is the leader and crashes. Further, assume that processes 1 and 3 notice
this crash and initiate simultaneous elections. What happens if process 5 rejoins the ring after the
Electionmessage from 3 has gone by but before theElectionmessage from 1 reaches it? (Hint:
think about what happens when the two concurrent elections yield different results.)
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(f) (4 pts) Rumor spreading or gossiping is a well-known technique to implement epidemic protocols.
Explain why rumor spreading can never guarantee eventual consistency (i.e., never guarantee that
all servers will eventually receive an update).

2. Distributed File Systems (20 points)

(a) (8 pts) Coda uses transactional semantics to guarantee serializability of writes to a file. Can you use
the two phase locking protocol discussed in class to implement serializability semantics within the
Coda file system? Justify your answer.

(b) (9 pts) Consider a distributed producer-consumer application that uses a file as a buffer. The pro-
ducer writes some data to a file and then signals the consumer by sending an ACK on a network
socket. Upon receiving an ACK, the consumer reads data from this file and processes it. Assume
that you write such an application and debug it fully by running both the producer and consumer on
your PC and having the shared file on your local disk. Do you expect your debugged application to
work without any problems when you deploy the producer and consumer on two different machines
and use a shared file stored on a NFS server. Assume that the machines running the producer and
consumer NFS-mount the directory containing this shared file, so that the file is accessible exactly
with the same name as before. Explain your answer.

(c) (3 pts) A peer-to-peer data sharing system such as Gnutella is an example of distributed file system.
Would you agree or disagree with this statement? To justify your stance, list some specific features
of a (distributed) file system that Gnutella supports and some features it doesn’t.

3. Web and Streaming Servers (21 pts)

(a) (9 pts) You are asked to implement a streaming server to stream digitized lectures videos for this
class to off-campus students. You are given a Intel Xeon server with 1GB memory, a gigabit ethernet
interface (1000 Mb/s) and a SCSI disk with 10,000 RPM rotational speed, 5ms average seek, 5
ms average rotational latency and transfer rate of 10 MB/s. Assume that all lecture videos are
compressed with MPEG-1 prior to storage. The data rate of each video is 2 Mb/s and all files
are stored using a disk block size of 128 KB. Each lecture is 90 minutes in length. How many
off-campus students can be simultaneously supported using your server? Assume a server push
architecture where data is pushed to each user once every second. State your assumptions clearly.

(b) (12 pts) Consider a group onn web proxy servers that employ cooperative caching. Upon receiving
a request for a web page, a proxy examines its local cache for the file. A cache hit is serviced
locally. A cache miss causes the proxy to ask the othern − 1 proxies if they have the object. If so,
the object is fetched from one of these proxies, and if not, from the server.

Assume that the web server employs the leases protocol to maintain consistency of web pages
cached at a proxy. Will the leases protocol discussed in class suffice for maintaining consistency
of the cached data in such an proxy group with cooperative caching? If so, explain how leases
can interoperate with cooperative caching . If not, explain how leases might be extended to achieve
consistency in the presence of cooperative caching.

Is it necessary to tightly synchronize the clocks of the proxies and the web server to implement
leases? Why or why not?
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4. Distributed Middleware and Security (25 pts)

(a) (8 pts) Consider a distributed implementation of a JavaSpace in which tuples are replicated across
several machines. Suppose that you wanted to implement anupdatemethod in Jini, whereby a
process can update an existing tuple. Provide a protocol whereby race conditions are avoided when
two process try to update the same tuple. Be sure to explain all steps of your protocol in detail. How
would your protocol change if you wanted to prevent races for deleting a tuple?

(b) (7 pts) Suppose that you were to implement the pygmy.com that you built in Lab 1 in DCOM. What
features of DCOM would be especially useful for implementing your game server? What perfor-
mance improvements or degradation might you notice as a result of using these DCOM features?

(c) (10 pts) Consider a smart card as an example ofdigital cash. A smart card is a credit-card size
card with an inbuilt chip and storage. Digital money is stored on your smart card. To add money
to your smart card, you go to your bank’s ATM, enter your card/PIN and withdraw money from
your checking amount; this amount is then digitally deposited by the ATM onto your smart card.
To make a payment, you use insert the card into a terminal at the merchant, enter the amount to be
paid, and enter a PIN (much like using a debit card or an ATM card at a merchant). The terminal
then verifies you have sufficient money on your card, and subtracts that amount from the smart card.

• How can a terminal verify your smart card has “real” money on your card? Assume that the
terminal is not on a network and can not contact your bank in real-time to verify that your
digital money is not counterfeit. Further assume that the merchant and you use the same bank.

• How can the bank identify someone who double-spends their digital cash? Double spending
occurs when a dishonest user creates an identical copy of his/her smart-card and uses these
cards at two different merchants.(Hint: you only need to identify double spending after it has
occured and not in real-time.)
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